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Preface

Since the landmark publication of “Decision Making for Leaders” by Thomas L.
Saaty in 1980, there have been several books on the topic. Some of them deal with
the theory of the analytic hierarchy process (AHP) and others discuss its applica-
tions. The question is whether a new book on AHP is needed and why. The answer
is based on our own experience as academic and practitioner of the AHP
methodology.

First, AHP appeared as an intuitive and mathematically simple methodology in
the field of multi-criteria decision-making in operations research (OR). Because of
this, most AHP books assume the reader has basic OR mathematical background.
Even books that claim to be extremely simple to understand usually demand from
the reader “basic linear algebra and familiarity with vectors” as a prerequisite.
Truthfully, these books are very simple to understand if you have the requested
mathematical background. However, the problem starts when we try to teach AHP
to decision-makers outside the OR field. AHP simplicity suggests that
decision-makers from all disciplines can take advantage of the methodology if they
can learn it without having to struggle with the mathematical jargon, no matter how
simple it can be for an OR professional.

Teaching AHP fundamentals and applications to non-OR students requires a
different approach from the one offered by traditional books. Similarly, when
explaining and teaching the AHP method to corporate executives, it becomes clear
that these professionals are in the best position to take advantage of using the AHP
method, but at the same time they lack the time or interest to learn the math behind
it. An approach that could provide them with a quick understanding of the method
and most importantly, learn it well enough to use it in their business decisions is
needed.

This book aims to fill in this need. It provides a quick and intuitive under-
standing of the methodology using spreadsheet examples and explains in a
step-by-step fashion how to use the method using Super Decisions, a freely
available software developed by the Creative Decisions Foundation. The level of
math used in this book is at high-school level and we have avoided using
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sophisticated terms to make the procedure easy to understand. This book is based
on a 15-year experience practicing and teaching AHP to executives and non-OR
students and is based on class notes developed for this purpose over time. Because
of this, we are also indebted to our AHP students for inspiring us to write this book.

Pittsburgh Enrique Mu
March 2016 Milagros Pereyra-Rojas
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Introduction

Human beings are required to make decisions at individual and collective levels.
Initially, the decision-making process was studied as a rational process of analyzing
a problem and seeking solutions; however, in recent years it has become clear that
human beings are far from making decisions in a rational way, either as an indi-
vidual or as part of a group.

Psychological studies have found cognitive anomalies or biases experienced by
human beings when making decisions (Kahneman 2011). These cognitive biases
and the increasing complexity of modern problems make it extremely important to
adopt a methodology for making straightforward (easy to use and understand),
effective (making the consistent decisions according to our criteria and interests),
and safe (proven methodology) decisions.

The analytic hierarchy process (AHP) meets all these requirements and since its
appearance in 1980, it has been adopted and used by a large number of institutions
all over the world. For these reasons, this is the method that will be presented here
for practical decision-making.

There are several books dealing with AHP theory and practice. This book is
different in the sense that it intends to provide you with a practical introduction of
AHP. In other words, upon reading this book you will be able to start using AHP in
practical applications.

Reference

Kahneman, D. (2011). Thinking fast and slow. New York: Farrar, Straus and Giroux.
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Part I
Basics



Chapter 1
The Need for Another Decision-Making
Methodology

Henry Mintzberg defined three types of management roles: interpersonal, infor-
mational, and decisional (1989). Interpersonal refers to the ability of the manager of
being a figure head, motivational, and a liason with the public (e.g., Steve Jobs at
Apple). Informational refers to the manager’s role as information broker and dis-
seminator. Decisional refers to the power and ability of making decisions.

While Mintzberg argued that different managers have different role abilities, he
highlights that managers have the authority and power of committing their orga-
nizations to courses of actions that will lead to successful or funnest outcomes.
Based on this, being an effective decision-maker is a fundamental skill for managers
and leaders alike. In the end, it is the right and wrong decisions that will make the
firm succeed or fail. This is quite true not just at the organizational level but also at
the individual level.

1.1 The Need for Decision-Making Methodologies

The most popular model of decision-making at the individual level was proposed
by Simon (1960) and defines decision-making as a process comprising the steps of:
intelligence, design, selection and implementation. The stage of intelligence is
associated with the question: What is the decision we face? The design stage allows
you to propose alternatives and criteria to evaluate them while the selection stage
consists of applying the proposed criteria to choose the best alternative(s) to the
problem. Finally, the last step is to implement the chosen alternative.

This model, as well as other similar models, assumes individuals are rational
information processors that seek to maximize the benefits of their decisions
(economic behavior); however, these assumptions have been strongly questioned in
recent years (Camerer 1994). Experiments in cognitive psychology have shown that
individuals are easy victims of a series of cognitive biases such as the phenomenon
of framing (changing the way a decision is framed—e.g., as a win or a loss—makes

© The Author(s) 2017
E. Mu and M. Pereyra-Rojas, Practical Decision Making,
SpringerBriefs in Operations Research, DOI 10.1007/978-3-319-33861-3_1
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individuals change their opinions), anchoring (the individual’s decision is influ-
enced by what piece of information is shown first), and many other cognitive biases
(Kahneman 2011).

For example, if two investment projects are presented to a group of people, one
where there is the probability of losing 20 % of the investment and another in
which there is 80 % chance of making a profit; people prefer to invest in the second
project, although both have the same risk (20 % probability of losing and 80 %
winning). This is an example of the phenomenon of preference based on the frame
of reference (framing). In general, humans feel more inclined to proposals that are
presented in positive terms (e.g., earnings) rather than those that are presented in
negative terms (e.g., losses).

In other studies, it has been found that if a group of individuals is asked to
estimate the following product: 2 � 3 � 4 � 5 � 6 � 7 � 8 � 9 and another
group composed of individuals of similar age, education, etc., are asked to estimate
the product 9 � 8 � 7 � 6 � 5 � 4 � 3 � 2; the first group estimates system-
atically lower results than the second group. This is because people are influenced
by the first numbers shown. This phenomenon is called anchoring; somehow the
person’s estimate is defined or “anchored” by what is shown first.

In other words, these studies prove that human beings are not cold and calcu-
lating information processors. The fact that individuals may choose alternatives
independently of their economic benefits does not speak well of the individuals in
their role as homo economicus.1

Unfortunately, these cognitive biases do not simply occur as isolated cases, but
their constant influence on financial, political, social, and professional decisions has
been demonstrated (Piattelli-Palmerini 1994). For example, in 1982, McNeil, Sox,
and Tversky subjected a select group of doctors in the United States to a test. Using
real clinical data; these researchers showed that doctors were so prone to make
mistakes based on the decision’s frame of reference (framing error) as anyone else.
If doctors were informed that there was a 7 % expected mortality for people
undergoing a certain surgery, they hesitated to recommend it; if on the other hand,
they were told there was a 93 % chance of survival to the operation, they were more
inclined to recommend the surgery to their patients.

If this happens with medical professionals, what can you expect from the rest of
us? While there are several famous cases of fatally flawed individual decisions,
decisions at group level have not fared much better. At the group level, disastrous
decisions such as the invasion of the Bay of Pigs under President Kennedy or the
madness of investments in Internet companies have been also attributed to problems
associated with decision-making cognitive biases. Undoubtedly, there is a need for
decision-making methodologies that can help to minimize biases and increase the
likelihood of making effective decisions.

1An amusing discussion of how people can make irrational decisions is provided by Dan Ariely in
Predictably Irrational: The Hidden Forces that Shape Our Decisions. Harper Perennial.
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One of the reasons for the interest in working in groups in modern organizations
is precisely the possibility of minimizing cognitive biases and to obtain group
participation’s synergy; however, this has not proven to be the ultimate solution to
the problems of decision-making. Organizational psychology has shown that as part
of a group, individuals are also exposed to a number of problems that hinder group
decision-making (Forsyth 2013). Among these group cognitive biases, we can
mention groupthinking, consisting of the individual’s desire not to act (or decide)
different than what seems the consensus in the group (Janis 1972). Another
group bias is caused by power unbalance which makes the members of the group
with less power and influence try not to antagonize those of greater power in the
group, etc.

1.2 Decision-Making Methodologies

Perhaps the best known method for decision-making, described by Benjamin
Franklin in a letter to Joseph Priestley, is the called Pros and Cons list. In this
method, the problem is clearly stated, alternative possible solutions are proposed,
and the pros and cons of each are established. Then, according to the importance of
each PRO/CON factor and how it can be traded with the others (for example, the
benefit/satisfaction provided by a specific PRO may be canceled out by the
cost/pain of two specific CONS), the best alternative is determined based on the net
result of this PRO/CON trading.

This method is, despite its limitations, a great improvement over simply fol-
lowing one’s intuition to make a decision. The advantages of this method (and the
majority of decision-making methods in general) are that it allows; first, the
structuring of a problem that at first glance may not seem possible to structure; and
second, allows sharing the decision criteria with others to get more ideas and
opinions. The above method works well for simple problems but has the disad-
vantage of not being able to accurately quantify the relative importance of each
factor to be traded. Moreover, the process is complicated when the number of
alternatives and factors becomes very large. A better method is needed.

There are several methods of decision-making but most require specific training
in areas such as economics, operations research, probability, etc. However, what is
needed is a methodology that can be applied in a more natural way by
decision-makers.

The analytic hierarchy process (AHP) developed by Professor Thomas Saaty in
1980 allows for structuring the decision hierarchically (to reduce its complexity)
and show relationships between objectives (or criteria) and the possible alternatives.
Perhaps the biggest advantage of this method is that it allows the inclusion of
intangibles such as experience, subjective preferences and intuition, in a logical and
structured way.

The popularity of this method has increased since its implementation as com-
puter software in the mid-1980s and the development of group decision support
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systems such as Decision Lens (Decision Lens 2015). The analytic hierarchy pro-
cess has been used by institutions in over 50 countries worldwide and the Super
Decisions software (Super Decisions 2015), available free of charge from the
Creative Decisions Foundation, allows a user-friendly application of the AHP
methodology (Creative Decisions Foundation 2015). The Creative Decisions
Foundation and Super Decision software websites provide information on the latest
developments and news of the method and its applications.

1.3 Conclusion

The Analytic Hierarchy Process (AHP) has been widely discussed and used since
its official appearance (Saaty 2012). While there have been several discussions
related to some aspects of AHP theory and practice [see, for example, Brunnelli
(2015)], these objections have been addressed to the point that AHP constitutes one
of the most widely used multi-criteria decision-making methods worldwide due to
its intuitiveness and mathematical rigor. From its origins in the academia and the
government to its use in Fortune 500 firms, it has moved to part of the essential
tools of modern managers and leaders.
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Chapter 2
Understanding the Analytic Hierarchy
Process

In this chapter, we will explain the fundamentals of the Analytic Hierarchy Process.
The reader is referred to the original Saaty’s (2012) discussion of AHP or to
Brunnelli’s (2015) for a theoretical introduction to the method. In this book, AHP
concepts will be explained from a practical point of view using examples for greater
clarity.

To explain this method we will use a simple example1: Our goal is to purchase a
new car. Our purchase is based on different criteria such as cost, comfort, and safety
(the reader can think of many more but we will use only three for illustration
purposes). We could evaluate several alternatives but let us assume that we have
only two: Car 1 and Car 2. To analyze the decision of purchasing a car using the
analytic hierarchy process we should follow the next steps:

(1) Develop a model for the decision: Break down the decision into a hierarchy of
goals, criteria, and alternatives.

(2) Derive priorities (weights) for the criteria: The importance of criteria are
compared pairwise with respect to the desired goal to derive their weights. We
then check the consistency of judgments; that is, a review of the judgments is
done in order to ensure a reasonable level of consistency in terms of propor-
tionality and transitivity.

Developing a Model https://mix.office.com/watch/17icbrnswidq0.

Deriving Priorities (weights) for the Criteria https://mix.office.com/watch/4odxenri07nm.

Deriving Local Priorities (preferences) for the Alternatives https://mix.office.com/watch/
1idaxl30c6o5o.

Deriving Overall Priorities https://mix.office.com/watch/ztkx3ea8lki8.

1For this chapter, it is recommended that the reader follows the calculations of this example using a
spreadsheet.
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(3) Derive local priorities (preferences) for the alternatives: Derive priorities or the
alternatives with respect to each criterion separately (following a similar
process as in the previous step, i.e., compare the alternatives pairwise with
respect to each criterion). Check and adjust the consistency as required.

(4) Derive Overall Priorities (Model Synthesis): All alternative priorities obtained
are combined as a weighted sum—to take into account the weight of each
criterion—to establish the overall priorities of the alternatives. The alternative
with the highest overall priority constitutes the best choice.

(5) Perform Sensitivity analysis: A study of how changes in the weights of the
criteria could affect the result is done to understand the rationale behind the
obtained results.

(6) Making a Final Decision: Based on the synthesis results and sensitivity
analysis, a decision can be made.

At this point, the reader may feel a little intimidated by terms such as judgments,
priorities, parwise comparison, consistency, etc.; however, the following discussion
will clarify these topics.

2.1 Developing a Model

The first step in an AHP analysis is to build a hierarchy for the decision. This is also
called decision modeling and it simply consists of building a hierarchy to analyze
the decision.

The analytic hierarchy process (AHP) structures the problem as a hierarchy.
Figure 2.1 shows the hierarchy proposed for our example. Note that the first level of

Fig. 2.1 Decision hierarchy for buying a car
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the hierarchy is our goal; in our example, buying a car. The second level in the
hierarchy is constituted by the criteria we will use to decide the purchase. In our
example, we have mentioned three criteria: cost, comfort, and safety. The third level
consists of the available alternatives.2 In this case: Car 1 and Car 2.

The advantages of this hierarchical decomposition are clear. By structuring the
problem in this way it is possible to better understand the decision to be achieved,
the criteria to be used and the alternatives to be evaluated. This step is crucial and
this is where, in more complex problems, it is possible to request the participation
of experts to ensure that all criteria and possible alternatives have been considered.
Also note that in complex problems it may be necessary to include additional levels
in the hierarchy such as sub-criteria.

2.2 Deriving Priorities (Weights) for the Criteria

Not all the criteria will have the same importance. Therefore, the second step in the
AHP process is to derive the relative priorities (weights) for the criteria. It is called
relative because the obtained criteria priorities are measured with respect to each
other as we will see in the following discussion.

It is clear that when buying a car (as in other decisions), not all criteria are
equally important in a given time. For example, a student may give more impor-
tance to the cost factor rather than to comfort and safety, while a parent may give
more importance to the safety factor rather than to the others. Clearly, the impor-
tance or weight of each criterion will be different and because of this, we first are
required to derive by pairwise comparisons the relative priority of each criterion
with respect to each of the others using a numerical scale for comparison developed
by Saaty (2012) as shown in Table 2.1.3

Table 2.1 Saaty’s pairwise
comparison scale

Verbal judgment Numeric value

Extremely important 9

8

Very Strongly more important 7

6

Strongly more important 5

4

Moderately more important 3

2

Equally important 1

2Each criterion, alternative and the goal are collectively referred as model elements.
3In this figure, the intermediate values 2, 4, 6 and 8 are used to address situations of uncertainty.
For example, when the decision maker is in doubt whether to rate a pairwise comparison as
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To perform the pairwise comparison you need to create a comparison matrix of
the criteria involved in the decision, as shown in Table 2.2.

Cells in comparison matrices will have a value from the numeric scale shown in
Table 2.1 to reflect our relative preference (also called intensity judgment or simply
judgment) in each of the compared pairs. For example, if we consider that cost is
very strongly more important than the comfort factor, the cost-comfort comparison
cell (i.e., the intersection of the row ‘cost’ and column ‘comfort’) will contain the
value 7 as shown in Table 2.3. Mathematically this means that the ratio of the
importance of cost versus the importance of comfort is seven (cost/comfort = 7).
Because of this, the opposite comparison, the importance of comfort relative to the
importance of cost, will yield the reciprocal of this value (comfort/cost = 1/7) as
shown in the comfort-cost cell in the comparison matrix in Table 2.3. The rationale
is intuitively obvious. For example, if in daily life we say that an apple A is twice as
big as apple B (A/B = 2), this implies that apple B is half the size of apple A
(B/A = 1/2). Similarly, if we consider that cost is moderately more important than
safety (cost/safety = 3), we will enter 3 in the cost-safety cell (using the scale
from Table 2.1) and the safety-cost cell will contain the reciprocal 1/3
(safety/cost = 1/3). Finally, if we feel that safety is moderately more important
than comfort, the safety-comfort cell will contain the value 3 and the comfort-safety
cell, will have the reciprocal 1/3. Once all these judgments are entered in the
pairwise comparison matrix (Table 2.2) we obtain the results shown in Table 2.3.

Note in the comparison matrix of Table 2.3 that when the importance of a
criterion is compared with itself; for example, cost versus cost, comfort versus
comfort, or safety versus safety; the input value is 1 which corresponds to the
intensity of equal importance in the scale of Table 2.1. This is intuitively sound
because the ratio of the importance of a given criterion with respect to the
importance of itself will always be equal.

At this stage, you can see one of the great advantages of the analytic hierarchy
process: its natural simplicity. Regardless of how many factors are involved in
making the decision, the AHP method only requires to compare a pair of elements
at any time; something that, because of our pair anatomy (e.g., two hands), we have
done for centuries. Another important advantage is that it allows the inclusion of
tangible variables (e.g., cost) as well as intangible ones (e.g., comfort) as criteria in
the decision. The comparison matrix (Table 2.3) shows the pairwise relative

Table 2.2 Pairwise
comparison matrix of criteria
for buying a car

Buying a car Cost Comfort Safety

Cost

Comfort

Safety

(Footnote 3 continued)

“moderately more important (3)” or “strongly more important (5)”, a possible solution is to rate it
as “From moderately to strongly more important;” that is, a 4.
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priorities for the criteria. We now need to calculate the overall priorities or weights
of the criteria. There are two methods available for this purpose: the exact and the
approximate.

Although we will not show the exact method in detail here, the general idea is
very simple. Raise the comparison matrix to powers (e.g., raise the matrix to the
power of two, raise the resulting matrix to the power of two again, and so forth) a
few times until all the columns become identical. This is called the limit matrix. At
this point, any of the matrix columns constitutes the desired set of priorities. This
calculation can be done in a spreadsheet but it is currently done very easily using
AHP-based software packages.

As we aim to explain roughly the elements of the AHP method, we will rather
use the approximate method in our example due to its simplicity. However, keep in
mind that this method provides a valid approximation to the overall weights only
when the comparison matrix has a very low inconsistency.4

The approximate method requires the normalization of the comparison matrix;
i.e., add the values in each column (Table 2.4).

Next, divide each cell by the total of the column (Table 2.5). The normalized
matrix is shown in Table 2.5.

From this normalized matrix, we obtain the overall or final priorities (Table 2.8)
by simply calculating the average value of each row (e.g., for the cost row:
0.677 + 0.636 + 0.692)/3 = 0.669).

Table 2.3 Pairwise
comparison matrix with
intensity judgments

Buying a car Cost Comfort Safety

Cost 1 7 3

Comfort 1/7 1 1/3

Safety 1/3 3 1

Table 2.4 Column addition Buying a car Cost Comfort Safety

Cost 1.000 7.000 3.000

Comfort 0.143 1.000 0.333

Safety 0.333 3.000 1.000

Sum 1.476 11.000 4.333

Table 2.5 Normalized
matrix

Buying a car Cost Comfort Safety

Cost 0.677 0.636 0.692

Comfort 0.097 0.091 0.077

Safety 0.226 0.273 0.231

4Inconsistency will be explained later in our discussion.
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Although there is no standardized way of presenting the results, showing the
comparison matrix with the original judgments (Table 2.4) along with the calcu-
lated priorities (obtained in Table 2.6) is a useful way to see the judgments and
priorities at the same time, as it can be seen in Table 2.7.

According to the results in Table 2.7, it is clear that—for this example—we give
more importance to the cost criterion (0.669), followed by safety (0.243). The
comfort factor has a minimum weight (0.088) in our purchasing decision. Another
important observation is that the pairwise comparison of criteria, through questions
such as: to purchase your car, what is more important: cost or comfort?, allows us to
derive, based on our preferences, the final priorities or weights for the criteria. That
is, the priorities are not assigned arbitrarily but are derived based on our judgments
and preferences. These priorities have mathematical validity, as measurement val-
ues derived from a ratio scale, and have also an intuitive interpretation. From
Table 2.7 we can interpret that cost has 66.9 % of the overall importance of the
criteria, followed by safety with 24.3 % and comfort (8.8 %), respectively.

2.3 Consistency

Once judgments have been entered, it is necessary to check that they are consistent.
The idea of consistency is best illustrated in the following example: If you prefer an
apple twice as much than a pear and a pear twice as much than an orange; how
much would you prefer an apple with respect to an orange? The mathematically
consistent answer is 4. Similarly, in a comparison matrix criteria, if we provide a
value of 2 to the first criterion over the second and a assign a value of 3 to the
second criterion with respect to the third one, the value of preference of the first
criterion with respect to the third one should be 2 � 3 = 6. However, if the
decision-maker has assigned a value such as 4, 5, or 7, there would be a certain
level of inconsistency in the matrix of judgments. Some inconsistency is expected
and allowed in AHP analysis.

Table 2.6 Calculation of
priorities: row averages

Buying a car Cost Comfort Safety Priority

Cost 0.677 0.636 0.692 0.669
Comfort 0.097 0.091 0.077 0.088
Safety 0.226 0.273 0.231 0.243

Table 2.7 Presentation of
results: original judgments
and priorities

Buying a car Cost Comfort Safety Priority

Cost 1.000 7.000 3.000 0.669
Comfort 0.143 1.000 0.333 0.088
Safety 0.333 3.000 1.000 0.243
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Since the numeric values are derived from the subjective preferences of indi-
viduals, it is impossible to avoid some inconsistencies in the final matrix of judg-
ments. The question is how much inconsistency is acceptable. For this purpose,
AHP calculates a consistency ratio (CR) comparing the consistency index (CI) of
the matrix in question (the one with our judgments) versus the consistency index of
a random-like matrix (RI). A random matrix is one where the judgments have been
entered randomly and therefore it is expected to be highly inconsistent. More
specifically, RI is the average CI of 500 randomly filled in matrices. Saaty (2012)
provides the calculated RI value for matrices of different sizes as shown in
Table 2.8.

In AHP, the consistency ratio is defined as CR where CR = CI/RI. Saaty (2012)
has shown that a consistency ratio (CR) of 0.10 or less is acceptable to continue the
AHP analysis. If the consistency ratio is greater than 0.10, it is necessary to revise
the judgments to locate the cause of the inconsistency and correct it.

Since the calculation of the consistency ratio is easily performed by computer
programs, we limit ourselves here to producing an estimate of this value as follows:

(a) Start with the matrix showing the judgment comparisons and derived priorities
(Table 2.7) which is reprinted for convenience in Table 2.9.

(b) Use the priorities as factors (weights) for each column as shown in Table 2.10.
(c) Multiply each value in the first column of the comparison matrix in Table 2.10

by the first criterion priority (i.e., 1.000 � 0.669 = 0.669;
0.143 � 0.669 = 0.096; 0.333 � 0.669 = 0.223) as shown in the first column
of Table 2.11; multiply each value in the second column of the second

Table 2.8 Consistency indices for a randomly generated matrix

n 3 4 5 6

RI 0.58 0.9 1.12 1.24

Table 2.9 Prioritization
results

Buying a car Cost Comfort Safety Priority

Cost 1.000 7.000 3.000 0.669

Comfort 0.143 1.000 0.333 0.088

Safety 0.333 3.000 1.000 0.243

Table 2.10 Priorities as
factors

Buying a car Cost Comfort Safety

Criteria Weights -> 0.669 0.088 0.243

Cost 1.000 7.000 3.000

Comfort 0.143 1.000 0.333

Safety 0.333 3.000 1.000
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criterion priority; continue this process for all the columns of the comparison
matrix (in our example, we have three columns). Table 2.11 shows the
resulting matrix after this process has been completed.

(d) Add the values in each row to obtain a set of values called weighted sum as
shown in Table 2.12.

(e) Divide the elements of the weighted sum vector (obtained in the previous step)
by the corresponding priority of each criterion as shown in Table 2.13.
Calculate the average of the values from the previous step; this value is called
kmax.

kmax ¼ 3:014 þ 3:002 þ 3:005ð Þ=3 ¼ 3:007:

(f) Now we need to calculate the consistency index (CI) as follows:

C:I: ¼ kmax�nð Þ= n�1ð Þ

where n is the number of compared elements (in our example n = 3).

Table 2.11 Calculation of weighted columns

Buying a car Cost Comfort Safety

Cost 0.669 0.617 0.729

Comfort 0.096 0.088 0.081

Safety 0.223 0.265 0.243

Table 2.12 Calculation of weighted sum

Buying a car Cost Comfort Safety Weighted sum

Cost 0.669 0.617 0.729 2.015

Comfort 0.096 0.088 0.081 0.265

Safety 0.223 0.265 0.243 0.731

Table 2.13 Calculation of kmax

Weighted sum Priority

2.015/ 0.669 = 3.014

0.265/ 0.088 = 3.002

0.731/ 0.243 = 3.005

Total 9.021

Divide Total by 3 to obtain Lambdamax = 3.007
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Therefore,

CI ¼ kmax � nð Þ= n� 1ð Þ ¼ 3:007�3ð Þ= 3� 1ð Þ ¼ 0:004

(g) Now we can calculate the consistency ratio, defined as:

CR ¼ CI=RI

Therefore,

CR ¼ CI=RI ¼ 0004=0:58 ¼ 0:006

CI is the consistency index calculated in the previous step with a value of 0.004.
RI is the consistency index of a randomly generated comparison matrix and is
available to the public in tables (Table 2.8). In other words, RI is the consistency
index that would be obtained if the assigned judgment values were totally random.
It is possible to show (this is beyond the scope of this book) that the value of RI
depends on the number of items (n) that are being compared (see expected values
shown in Table 2.8). It can be seen that for n = 3, RI = 0.58. Using these values for
CI and RI, it can be calculated that

CR ¼ 0:004=0:58 ¼ 0:006

Since this value of 0.006 for the proportion of inconsistency CR is less than
0.10, we can assume that our judgments matrix is reasonably consistent so we may
continue the process of decision-making using AHP.

2.4 Deriving Local Priorities (Preferences)
for the Alternatives

Our third step consists of deriving the relative priorities (preferences) of the
alternatives with respect to each criterion. In other words, what are the priorities of
the alternatives with respect to cost, comfort, and safety respectively? Since these
priorities are valid only with respect to each specific criterion, they are called local
priorities to differentiate them from the overall priorities to be calculated later.

As indicated, we need to determine the priorities of the alternatives with respect to
each of the criteria. For this purpose, we do a pairwise comparison (using the
numeric scale from Table 2.1) of all the alternatives, with respect to each criterion,
included in the decision making model. In a model with two alternatives it is required
to make only one comparison (Alternative 1 with Alternative 2) for each criterion;
a model with three alternatives would require to make three comparisons
(Alternative 1 with Alternative 2, Alternative 2 with Alternative 3, and Alternative 1
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with alternative 3) for each criterion; and so on. There will be as many alternative
comparison matrices as there are criteria.

In our example, we only have two alternatives: Car 1 and Car 2 and we have
three criteria. This means that there will be three comparison matrices corre-
sponding to the following three comparisons:

With respect to the cost criterion: Compare Car 1 with Car 2
With respect to the comfort criterion: Compare Car 1 with Car 2
With respect to the safety criterion: Compare Car 1 with Car 2.

We can do these comparisons through a series of questions as shown below with
sample answers.

Comparison Question 1: With respect to the cost criterion, which alternative is
preferable: Car 1 or Car 2?

For our example, let us assume that we prefer very strongly (using the scale in
Table 2.1) the Car 1 over the Car 2. This means that in the Car 1–Car 2 cell (i.e., the
cell intersected by the row “Car 1” and the column “Car 2”) of our comparison
matrix regarding cost alternatives (Table 2.14), we assign a value of 7 (value
assigned using the scale from Table 2.1) to reflect our preference. Similarly, we
assign the reciprocal reverse 1/7 in the Car 2–Car 1 cell in the table.

By normalizing the matrix and averaging the rows we obtain the priorities (or
preferences) for each of the alternatives (Table 2.15) with respect to cost.

Because these priorities apply only to the cost criterion, they are called local
priorities with respect to cost. The results are summarized for convenience as
shown in Table 2.16.

Comparison Question 2: With respect to the comfort criterion, which alternative is
preferable: Car 1 or Car 2?

Assume that Car 2 is strongly preferred over the Car 1; that is, we assign a value of
5 (using scale from Table 2.1) in the cell Car 2–Car 1 in our comparison matrix

Table 2.14 Comparison
with respect to cost

Cost Car 1 Car 2

Car 1 1.000 7.000

Car 2 0.143 1.000

Sum 1.143 8.000

Table 2.15 Preference with
respect to cost

Cost Car 1 Car 2 Priority

Car 1 0.875 0.875 0.0875

Car 2 0.125 0.125 0.125

Table 2.16 Results with
respect to cost

Cost Car 1 Car 2 Priority

Car 1 1.000 7.000 0.875

Car 2 0.143 1.000 0.125
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regarding comfort alternatives and the reciprocal reverse 1/5 in the Car 1–Car 2 cell
(see Table 2.17).

By normalizing the matrix and averaging the rows we obtain the local priorities
(or preferences) for each one of the alternatives (Table 2.17) with respect to
comfort. See Table 2.18.

The results are summarized in Table 2.19.

Comparison Question 3: With respect to the safety criterion, which alternative is
preferable: Car 1 or Car 2?

For our example, let us say the Car 2 is extremely preferable to Car 1 with respect to
this criterion. These judgments are entered numerically (using scale from Table 2.1)
in the respective cells in Table 2.20.

By normalizing the matrix and averaging the rows we obtain the local priorities
(or preferences) for each one of the alternatives (Table 2.21) with regard to safety.

The results are summarized in Table 2.22.
Notice that having only two alternatives to compare with respect to each crite-

rion, simplifies the calculations with respect to consistency. When there are only

Table 2.17 Comparison
with respect to comfort

Comfort Car 1 Car 2

Car 1 1.000 0.200

Car 2 5.000 1.000

Sum 6.000 1.200

Table 2.18 Preference with
respect to comfort

Comfort Car 1 Car 2 Priority

Car 1 0.167 0.167 0.167

Car 2 0.833 0.833 0.833

Table 2.19 Results with
respect to comfort

Comfort Car 1 Car 2 Priority

Car 1 1.000 0.200 0.167

Car 2 5.000 1.000 0.833

Table 2.20 Comparison
with respect to safety

Safety Car 1 Car 2

Car 1 1.000 0.111

Car 2 9.000 1.000

Sum 10.000 1.111

Table 2.21 Preferences with
respect to safety

Safety Car 1 Car 2 Priority

Car 1 0.100 0.100 0.100

Car 2 0.900 0.900 0.900
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two elements to compare (in our example, Car 1 and Car 2), the respective com-
parison matrices (Tables 2.14, 2.17 and 2.20) will always be consistent (CR = 0).
However, consistency must be checked if the number of elements pairwise com-
pared is 3 or more.

We can summarize the results of this step by indicating that if our only criterion
were cost, Car 1 would be our best option (priority = 0.875 in Table 2.16); if our
only criterion were comfort, our best bet would be the Car 2 (0.833 priority in
Table 2.19) and finally, if our sole purchasing criteria were safety, our best option
would be the Car 2 (0.900 priority in Table 2.22). As previously indicated, the
priorities (preferences) of the alternatives, with respect to each criterion, are called
local priorities (or preferences). The summary of the local priorities for each
alternative is shown in Table 2.23.

2.5 Derive Overall Priorities (Model Synthesis)

Up to this point we have obtained local priorities which indicate the preferred
alternative with respect to each criterion. In this fourth step, we need to calculate the
overall priority (also called final priority)5 for each alternative; that is, priorities that
take into account not only our preference of alternatives for each criterion but also
the fact that each criterion has a different weight. Given that we are using all the
values provided in the model, this step is called model synthesis.

We start the calculation of the overall priority using the local priority of each
alternative as the starting point (Table 2.23, also repeated for convenience as
Table 2.24).

Next, we need to take into consideration the weights of each criteria (from 2.8)
and for this purpose they are inserted in the table as shown in Table 2.25.

For example, the cost criterion has a priority (or weight) of 0.669 and the Car 1
has a local priority (or preference) of 0.875 relative to cost; therefore, the weighted

Table 2.22 Results with
respect to safety

Safety Car 1 Car 2 Priority

Car 1 1.000 0.111 0.100

Car 2 9.000 1.000 0.900

Table 2.23 Local Priorities
(or preferences) of the
alternatives with respect to
each criterion

Alternatives Cost Comfort Safety

Car 1 0.875 0.167 0.100

Car 2 0.125 0.833 0.900

5It is customary to refer to overall (also called general or final) priorities of the alternatives when
they are calculated with respect to the whole model; that is, after the synthesis process.
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priority, with respect to cost, of the Car 1 is: 0.669 � 0.875 = 0.585. A similar
calculation is necessary to obtain the Car 1 weighted priorities with respect to
comfort and safety criteria. The resulting matrix is shown in Table 2.26. Finally, the
overall priority of the Car 1 is obtained by adding these results along the row. This
procedure is repeated for each of the alternatives being evaluated. The overall
priorities of the alternatives are shown in the rightmost column of Table 2.26.

The calculations for each alternative are shown below and the results are pre-
sented in Table 2.27 following the convention of showing the local priorities (cells)
and the weights for each criterion (at the top of each column). This process is called
the model synthesis (see Table 2.27).

In other words

Overall Priority of theCar 1: 0:875� 0:669þ 0:167� 0:088þ 0:100� 0:243 ¼ 0:624

Overall Priority of theCar 2: 0:125� 0:669þ 0:833� 0:088þ 0:900� 0:243 ¼ 0:376

Table 2.24 Local priorities
table as a base

Cost Comfort Safety

Car 1 0.875 0.167 0.100

Car 2 0.125 0.833 0.900

Table 2.26 Calculation of
overall priorities

Cost Comfort Safety Overall
priority

Criteria
Weights ->

0.669 0.088 0.243

Car 1 0.585 0.015 0.024 0.624

Car 2 0.084 0.074 0.219 0.376

Table 2.27 Synthesis of the
model

Cost Comfort Safety Overall
priority

Criteria
Weights ->

0.669 0.088 0.243

Car 1 0.875 0.167 0.100 0.624

Car 2 0.125 0.833 0.900 0.376

Cost Comfort Safety

Criteria Weights -> 0.669 0.088 0.243

Car 1 0.875 0.167 0.100

Car 2 0.125 0.833 0.900

Table 2.25 Preparation for
weighing of priorities
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Now we can list the alternatives ordered by their overall priority or preference as
follows:

Alternatives Overall Priority

1. Car 1 0.624
2. Car 2 0.376

In other words, given the importance (or weight) of each buying criteria (cost,
comfort, and safety), the Car 1 is preferable (overall priority = 0.624) compared to
the Car 2 (overall priority = 0.376).

2.6 Sensitivity Analysis

The overall priorities will be heavily influenced by the weights given to the
respective criteria. It is useful to perform a “what-if” analysis to see how the final
results would have changed if the weights of the criteria would have been different.
This process is called sensitivity analysis and constitutes the fifth step in our AHP
methodology. Sensitivity analysis allows us to understand how robust is our
original decision and what are the drivers (i.e., which criteria influenced the original
results). This is an important part of the process and, in general, no final decision
should be made without performing sensitivity analysis.

Note that in our example (Table 2.27), the cost is of great importance (priority
0.669) and given that the Car 1 has a high local priority (0.875) for this single
criterion, undoubtedly this influences the final result favorably for the Car 1. The
questions that we can ask ourselves at this stage are: What would be the best
alternative if we change the importance of the criteria? What if we give the same
importance to all the criteria? And, what if we give more importance to safety or we
consider it to be as important as the cost? and so on.

To perform a sensitivity analysis, it is necessary to make changes to the weights
of the criterion and see how they change the overall priorities of the alternatives. To
exemplify this we will analyze the following scenarios: (a) when all the criteria
have the same weight and (b) what weight is needed for the cost criterion to lead to
a tie in the overall priorities of the alternatives? (This is a logical question since we
know cost is very important in the original analysis and Car 1 scores very high in

Table 2.28 Original
scenario—synthesis
of the model

Cost Comfort Safety Overall
priority

Criteria
Weights ->

0.669 0.088 0.243

Car 1 0.875 0.167 0.100 0.624

Car 2 0.125 0.833 0.900 0.376
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this criterion causing Car 1 to be the best preference). Table 2.28 is the original
model synthesis (Table 2.27) where the most preferable option is the Car 1 (0.624).

Table 2.29 shows the case where all 3 criteria have the same weight (0.333). In
this second scenario, the final choice no longer has the Car 1 but the Car 2 (0.619)
as the best option. This is because the Car 2 wins in all criteria except for cost. By
lowering the weight of cost (from 0.669 in the original scenario to 0.333 in the
second stage), its cost disadvantage is not as noticeable.

This also suggests that both alternatives are equally preferred when cost weighs
in the range of 0.333–0.669. To calculate the break-even point we can try different
weights for the cost and find that when the cost weighs approximately 0.5 of the
overall criterion importance, the Car 1 and the Car 2 have the same preference for
practical purposes. That is, both alternatives are equally preferred as shown in
Table 2.30.

2.7 Making a Final Decision

Once the above steps have been completed, it is now possible to make a decision.
This constitutes the last step in our AHP analysis. For this, it is necessary to
compare the overall priorities obtained and whether the differences are large enough
to make a clear choice. It is also necessary to analyze the results of the sensitivity
analysis (Tables 2.28, 2.29 and 2.30). From this analysis, we can express our final
recommendation as follows: If the importance of the cost is more than 50 % of the
overall importance of the criteria in the decision, the best alternative is the Car 1
(Table 2.28); however, if the importance of cost is much less than 50 %, the Car 2
is the best decision (From Tables 2.29 and 2.30).

Table 2.29 Scenario—all
criteria have the same weight

Cost Comfort Safety Overall
priority

Criteria
Weights ->

0.333 0.333 0.333

Car 1 0.875 0.167 0.100 0.380

Car 2 0.125 0.833 0.900 0.619

Table 2.30 Third scenario:
cost weight leading to equal
preferences of the alternatives

Cost Comfort Safety Overall
priority

Criteria
Weights

0.500 0.250 0.250

Car 1 0.875 0.167 0.100 0.504

Car 2 0.125 0.833 0.900 0.496
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2.8 Conclusion

It is important to note that, contrary to the common belief, the system does not
determine the decision we should make, rather, the results should be interpreted as a
blueprint of preference and alternatives based on the level of importance obtained
for the different criteria taking into consideration our comparative judgments. In
other words, the AHP methodology allows us to determine which alternative is the
most consistent with our criteria and the level of importance that we give them.

Although AHP calculations can be done using electronic spreadsheets, the
appearance of software packages such as Expert Choice (2015) in the late eighties
and Super Decisions (2015) and Decision Lens (2015) later on has made AHP
mathematical calculations very easy to deal with. A survey of current AHP software
packages is beyond the scope of this book. However, the reader is referred to
Ishizaka and Nemery (2013) for a partial survey of AHP software packages.
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Chapter 3
Building AHP Models Using Super
Decisions v2

Super Decisions (2015) is a software package developed for the analysis, synthesis,
and justification of complex decisions based on the analytic hierarchy process
(AHP) methodology. This computer program, developed as a free of cost product
by the Creative Decisions Foundation (2015), has made the AHP decision-making
methodology much easier to use and has helped to make AHP the method of choice
for many private and government organizations.

The purpose of this section is not to teach all the possible uses of Super
Decisions—which can be used not only for AHP but also for its generalization ANP
(analytic network process)—but rather to illustrate the fundamentals of the software
when applied to AHP analysis in decision-making. For this purpose we use Super
Decisions v2, the most recent version available at this time. Also, readers are
encouraged to read the Super Decisions manual (the section corresponding to
building hierarchical models) available in the Help tab as part of the software
package and to browse the Manual for Building AHP Decision Models (Super
Decisions 2012a) or the related tutorial (Super Decisions 2012b).

For illustration purposes, we will use a classic AHP example: the purchase of a
car. Our purchase will be based on four criteria (or objectives): Cost, comfort,
aesthetics, and safety. We can evaluate several alternatives but for our purposes
let’s assume we have three: Car 1, Car 2, and Car 3.

Developing a Model in Super Decisions v2 https://mix.office.com/watch/k2usim5sqgxy.

Deriving Priorities for the Criteria in Super Decisions v2 https://mix.office.com/watch/
1j0mg3w1gio88.

Deriving Local Priorities for Alternatives in Super Decisions v2 https://mix.office.com/watch/
etunhszt2s0w.

Deriving Overall Priorities in Super Decisions v2 https://mix.office.com/watch/rhocfgzbzbtn.

Performing Sensitivity Analysis https://mix.office.com/watch/1m782zuczub1x.
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The reader will note that we have increased the number of criteria (from 3 to 4)
and alternatives (from 2 to 3) with respect to the example in the previous section.
Having four criteria and three alternatives means that we need to complete five
comparison matrices: Comparing criteria with respect to the goal and comparing
alternatives against each of the four criteria. Also, we need to ensure that the
consistency ratio (C.R.) is less than 0.10 in the four comparison matrices. This level
of complexity will allow us to appreciate the advantage of using Super Decisions.
As the number of criteria and alternatives increases, the required number of pair-
wise comparisons also increases. If the decision-maker were using a spreadsheet,
the complexity of the consistency calculation and related adjustments would
increase drastically. Here is where Super Decisions becomes extremely useful by
allowing the user to work with a large number of criteria and alternatives while
hiding the complexity of the AHP calculations.

The steps required to reach a decision using Super Decisions are basically the
same as in the AHP method. These steps are summarized as follows:

1. Develop a model for the decision: Break down the decision into a hierarchy of
goals, criteria, and alternatives.

2. Derive priorities for the criteria: The importance of criteria is compared pairwise
with respect to the desired goal to derive their weights. We then check the
consistency of judgments; that is, a review of the judgments is done in order to
ensure a reasonable level of consistency in terms of proportionality and
transitivity.

3. Derive priorities for the alternatives: Derive priorities (preferences) for the
alternatives with respect to each criterion (following a similar process as in the
previous step, i.e., compare the alternatives pairwise with respect to each cri-
terion). Check and adjust the consistency as required.

4. Synthesize the model: All alternative priorities obtained are combined as a
weighted sum—to take into account the weight of each criterion—to establish
the overall priorities of the alternatives. The alternative with the highest overall
priority constitutes the best choice.

5. Perform sensitivity analysis: A study of how changes in the weights of the
criteria could affect the result is done to understand the rationale behind the
obtained results.

6. Making a final decision: Based on the synthesis results and sensitivity analysis,
a decision can be made.

Next, let us look at the development of each of the above steps using Super
Decisions v2.
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3.1 Developing a Model

The first step in AHP analysis is to build a hierarchical model for the decision.
When the program starts, a blank screen is opened. Here is where you build a

hierarchy of the problem to be solved. The steps to build the model are:
Select the Design option in the upper left menu, then the Cluster and New

option. Each level of the hierarchy is considered a cluster in Super Decisions
lexicon. Name the first cluster ‘Goal’ and Save it. Repeat this process for each of
the clusters.1 We need to build three groupings or clusters for the Goal, Criteria, and
Alternatives2 corresponding to our example. Figure 3.1 shows the threes clusters in
our example.

The next step is to create the corresponding elements of the hierarchy (called
“nodes” in Super Decisions) within each of the clusters. To create a node, position
the cursor over the cluster, right-click and select “create node in cluster” from the
menu. The new node dialog box appears, named the node as ‘Buying a Car’ each
node corresponds to each element of the hierarchy in the problem. Thus, we have
created a node called ‘Buying a Car’ within the cluster Goal. Next, we will repeat
this process to create the nodes ‘cost,’ ‘comfort,’ ‘safety,’ and ‘aesthetic’ within the
cluster Criteria. Finally, we will create the corresponding nodes ‘Car 1,’ ‘Car 2,’
and ‘Car 3’ within the cluster Alternatives are as shown in Fig. 3.2.3

The first level of the hierarchy (Fig. 3.2) has the goal (in our example, it is
“Buying a Car”), the second level contains the criteria to be used: cost, comfort,
safety, and aesthetics and the third level comprises the alternatives to evaluate:
Car 1, Car 2, and Car 3, respectively.

The next step to construct the model using Super Decisions is to connect the
nodes. It is easier to do this in a top–down fashion. Position the cursor on the top
node of the hierarchy (‘Buying a Car’), right-click and select from the menu option
“node connexions from”. A new window called node selector is displayed. Using
the cursor select all criteria nodes (cost, comfort, aesthetics and safety) to which you
want to connect the node “Buying a Car” as shown in Fig. 3.3. Click on okay and
connections will be made.

Note that to see the connections made, it is required to press the [ ] button on
the top horizontal bar. Then position the cursor on the node ‘Buying a Car’ and the
program will frame in red all the nodes “Buying a Car” is connected to. As can be
seen in Fig. 3.4, “Buying a Car” is connected to each of the Criteria. For simplicity,
and to avoid congesting the screen, the software only shows a single arrow from the

1Note that when creating a new cluster it may stack on top of each other. You will need to separate
them.
2Make sure not to misspell the word ‘Alternatives’ otherwise Super Decisions v2 will report an
error indicating that the Alternatives are missing in the hierarchical model.
3Again, be aware that the nodes may be created on top of each other so you will need to separate
them.
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Fig. 3.1 Clusters or hierarchy levels for the car purchase example

Fig. 3.2 Hierarchy of the car purchase decision
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Goal cluster to the Criteria cluster, instead of three arrows for each connection;
however, the red frame clearly identifies the connected nodes.

Next, connect each node from the criteria cluster to each node in the alternatives
cluster and verify they are properly connected using the same procedure explained
above. The final hierarchy is shown in Fig. 3.5.

Fig. 3.3 Node connextions for “Buying a Car”

Fig. 3.4 The node “Buying a Car” connected to each criterion

3.1 Developing a Model 27



3.2 Deriving Priorities (Weights) for the Criteria

Not all the criteria will have the same weight (importance). Therefore, the next step
in the AHP process is to derive the relative priorities (weights) for the criteria. It is
called relative, because the criteria weights are measured with respect to each other
as we will see in the following discussion.

Select with the cursor the “Buying a Car” node so we can make the pairwise
comparison of the criteria nodes. Right-click and select the menu option “node
comparison interface”. The screen shown in Fig. 3.6a will appear. We will elab-
orate below on the three panes (left, center, and right) displayed.

The left side of the screen (Fig. 3.6a) indicates that the node “Buying a car”
belonging to the Goal Cluster of the Goal node will be the benchmark against which
to pairwise compare the nodes located in the Cluster Criteria. In the middle pane of
the screen (Fig. 3.6a), the pairwise comparison of criteria (with regards to the node
“Buying a Car”) can be performed in questionnaire mode.

Next, we will enter our comparison judgments by selecting the intensity values
corresponding to each comparison as shown in Fig. 3.6b. For example, the fourth
comparison (indicated by the number 4 on the left) shows that with respect to
“Buying a Car”, cost is moderately to strongly more important than the criterion
“Comfort” since an intensity of 4 has been selected on the “Cost” side of the
questionnaire. Moreover, “Comfort” is considered very strongly more important
than the “Aesthetics” (first comparison in the questionnaire) as it is indicated by the
intensity value 7 selected on the “Comfort” side (left part) of the questionnaire in
the second comparison. The decision-maker will have to enter the intensity

Fig. 3.5 Final hierarchy for ‘Buying a Car’
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judgments corresponding to each of the six pairwise comparisons until all com-
parisons have been completed.

A graphical way to see our comparisons is also available by clicking on the tab
“Graphical” of the central pane. Figure 3.7 shows the case of the graphical com-
parison of “Aesthetics” and “Cost”. This pane provides the instructions about how
to use the graphical interface interactively. Super Decisions v2 allows us to make
comparisons in four different ways: graphical, verbal, matrix, and questionnaire, so
we may use the mode that is most natural to us. The verbal comparison of “cost”
and “comfort” is shown in Fig. 3.8. You may enter this mode by clicking the
corresponding tab “verbal” at the top of the center pane. Note in this Fig. 3.8 that,
with respect to our goal of Buying a Car, we have established that the “cost” of the
car is from moderately to strongly more important than “comfort” because the
colored selection is between these two judgments. Also notice that we do not need
to think of any equivalence of verbal judgements to numerical values because this is
done internally by the software.

Fig. 3.6 a Questionnaire mode for comparison of criteria with respect to the ‘Buying a Car’ node.
b Comparison of criteria with respect to the ‘Buying a Car’ node
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Each judgment is entered, using the comparison mode of your choice, as shown
in the comparison screen (middle pane of Fig. 3.6b). When all comparisons have
been made, the calculated priorities appear in the right pane of the comparison
interface as shown in Figs. 3.6b, 3.7 and 3.8. Accordingly, the cost is the most
important criterion with a priority 0.447. However, before accepting these priorities
as valid, we must ensure that the consistency ratio is less than 0.10. The right pane
of the nodes comparison interface indicates an inconsistency of 0.30, which is much
higher than the recommended value of 0.10. This means that we must correct this
inconsistency to obtain reliable priorities. The procedure to correct this inconsis-
tency is explained next.

Fig. 3.7 Graphic comparison of two criterion: aesthetics and cost

Fig. 3.8 Verbal comparison of two criterion: cost and comfort
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3.2.1 Consistency

Super Decisions is particularly useful in adjusting consistency. The calculation of
the consistency ratio (CR) is done automatically by the software and displayed as
inconsistency (0.30121)in the right pane of Figs. 3.6b, 3.7 and 3.8.4 Since the CR
value 0.30 is greater than the commonly accepted maximum value 0.10, we need to
adjust our judgments in order to be more consistent and obtain a lower CR.

We need to enter the matrix comparison mode by selecting the tab “matrix” at
the top of the central pane as shown in Fig. 3.9. This comparison mode can also be
used to enter numeric intensities. For this purpose you click on the arrow until it
points leftward (if the row criterion is more important than the column criterion) or
upwards (if the column criterion is more important than the row criterion). The
arrow should point to the most important node and the numeric values indicate the
corresponding intensity of preference or importance. The font for the intensity value
will be blue when the row is more important than the column (leftward arrow) and
red when the column is more important than the row (upward arrow). For the
analysis of inconsistency, this matrix mode is important because in this screen, the
button ‘Inconsistency’ must be pressed to obtain the inconsistency reports.

Once the inconsistency button is pressed down, a drop-down menu with two
options is obtained: Inconsistency of current and Inconsistency Report, as shown in
Fig. 3.10. The first option refers to the level of inconsistency contributed by the
judgment currently selected (i.e., the cell where the cursor is currently positioned).
The second option provides the overall inconsistency report for the comparison
matrix at hand. This inconsistency report provides the contribution of each and all
judgments being considered in the matrix to the overall inconsistency. Select the
inconsistency report option as shown in Fig. 3.10.

Once the inconsistency report has been selected, the inconsistency report will
appear as shown in Fig. 3.11.

The inconsistency report lists all the comparisons in terms of their degree of
effect on the overall inconsistency. Starting with the most inconsistent comparison
(comfort with safety), ranked #1 (left side, Rank column in Fig. 3.11) followed in
order of decreasing importance, to the least inconsistent comparison (aesthetics with
comfort, ranked #6 in left column Fig. 3.11). Figure 3.11 shows the contribution of
each comparison to the inconsistency judgment matrix.

The way to read this report is as follows: The most inconsistent comparison
(ranked #1) is the comparison of “Comfort” (row) versus “Safety” (column) which
has a judgment intensity of 4 (also shown in Fig. 3.9). The current value is 4 and
the blue font in Fig. 3.11 indicates that the row (comfort) is more important than the
column (safety). The “Best Val” column indicates what would be the required value
to have a perfectly consistent matrix (CR = 0.0). As can be seen for this first
comparison, the best judgment would be to enter a 1.796568 intensity. However,
the red font for this value indicates that we would need to invert our preference; that

4Super Decisions v2 uses the label inconsistency to refer to AHP consistency ratio.
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is, making the safety (column) more important than the cost (row) as indicated
by the red font for this best value. The report also indicates that if we make this
change in the comparison judgments, the current inconsistency (column ‘Old
Inconsist’ in Fig. 3.11) of 0.301214 will become 0.070047 (“Best Val” column),
corresponding to an improvement of 76.75 % in the current inconsistency (column

Fig. 3.9 Matrix mode to access inconsistency reports

Fig. 3.10 Selecting the inconsistency report

Fig. 3.11 Inconsistency analysis: inconsistency report
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“% improvement” in Fig. 3.11). The report of inconsistency contributions for each
of the other five comparisons (‘Rank’ with values 2–6) is interpreted similarly. Note
that an adjustment to any of the first three judgments would have a much greater
effect on improving the consistency ratio (76.75 % for the first two and 37.83 % for
the third comparison) than an adjustment to any of the other judgments (see the
rightmost column in Fig. 3.11 for expected ‘% improvement’).

Mathematically, the ideal inconsistency adjustment would mean, for example, to
assign 1.796 to the comparison comfort-safety (first comparison in the report),
making safety more important than comfort. This way, the value of current
inconsistency (old inconsistency) 0.301214 would become 0.070047 (new incon-
sistency). That is, an improvement of 76.75 % in the inconsistency. However, to
change the recommended value would be opposite of our preference that row
comfort is more important than column safety. However, our aim is not to be
mathematically perfect but to be honest with our comparisons, maintaining a level
of less than 0.10 inconsistency. Hence, we will maintain our judgments that comfort
is more important than cost and comfort is more important than safety but to reduce
the inconsistency, we will reduce the intensity of our preference from 4 to 2. We
will do the same for the case of the comparison comfort-cost (ranked #2 in terms of
inconsistency); that is, we will keep our preference that cost is more important but
we will also lower the original value from 4 to 2 in the first and second compar-
isons. Figure 3.12 shows the comparison judgments after these two changes have
been made in the questionnaire mode (the reader may want to compare the new
judgment intensities corresponding to comfort-cost and comfort-safety with respect
to the original values in Fig. 3.6b. Notice that we are just adjusting the intensity of
our comparison judgments rather than changing our direction in the preference of
which criterion is more important than the other. Still, when looking at Fig. 3.6b
(original judgments) and Fig. 3.12 (adjusted judgments) you will notice (in the right

Fig. 3.12 Pairwise comparison matrix adjusted due to inconsistency
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pane) that the inconsistency level has changed from 0.30121 (Fig. 3.6b) to 0.06948,
being this last value (0.069) much lower than the 0.10 threshold required for
reliable AHP calculations. Super Decisions recalculates the priorities and respective
inconsistency, with the result shown in Fig. 3.13.

By making these changes in the comparison matrix, a new value of inconsis-
tency is generated as shown in Fig. 3.13 (right pane of the comparison interface).
Note in this figure that the new inconsistency value estimated by the software—is
0.06948 which is now less than 0.10; therefore, we can conclude that our judgments
matrix has become reasonably consistent for AHP analysis. Also, note that we have
maintained our preferences (where comfort is more important than cost and comfort
is more important than safety). We have only adjusted the strength of our prefer-
ences as can be seen by comparing the new priorities (Fig. 3.13) with the old ones
(Fig. 3.6b). In both cases our priorities and magnitudes are similar, except that now
the matrix of judgments is more consistent.

3.3 Deriving Local Priorities (Preferences)
for the Alternatives

Our next step will consist of deriving the relative priorities (preferences) of the
alternatives with respect to each criterion. In other words, what are the priorities of
the alternatives with respect to aesthetics, cost, comfort, and safety respectively?
Since these priorities are valid only with respect to each specific criterion, they are
called local priorities to differentiate them from the overall or general priorities to be
calculated later.

The next step is to prioritize the alternatives according to each of the criteria (one
at the time). For example, based solely on the criterion cost, it is required to
determine which is the preference (or local priority) of each alternative. Next, the
pairwise comparison process is done taking into account only the criterion comfort
and so on until the alternatives have been prioritized against all the criteria.

Fig. 3.13 Priorities and final
inconsistency after adjusting
the pairwise comparision
matrix
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Select the criteria node Cost (by clicking the cursor on Cost) and then right-click
to obtain the drop-down menu shown in Fig. 3.14. Now, select the option labeled
“Node compare interface” and we will obtain the screen shown in Fig. 3.15. If you
do not obtain this view, it may be that you are in a different comparison mode. By
clicking the “questionnaire” tab you should obtain the screenshot shown in
Fig. 3.15 and we are ready to perform the alternative pairwise comparisons.

Fig. 3.14 Selecting the comparison of alternatives with respect to cost

Fig. 3.15 Comparing alternatives with respect to the criterion cost
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We now proceed to compare alternatives in pairs using the questionnaire mode
(unless you prefer the graphical, verbal or matrix comparison mode) as shown in
Fig. 3.15 (middle pane of the comparison interface). This figure shows the specific
case of pairwise comparison of different alternatives with respect to cost.
Figure 3.16 (right pane of the comparison interface) shows the local priorities of the
alternatives with respect to this single criterion of cost. This process is repeated for
each of the other criteria in the model.

Figures 3.17, 3.18, and 3.19 show comparisons (middle pane) and local prior-
ities of the alternatives (right pane) with respect to each one of the criteria (selected
in the right pane) in the model.

Fig. 3.16 Priorities of the alternatives with respect to the criterion cost

Fig. 3.17 Comparison of alternatives with respect to aesthetics
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3.4 Deriving Overall Priorities (Model Synthesis)

Now we need to work on the overall synthesis process; that is, we need to deter-
mine the general priorities of alternatives taking into account the level of impor-
tance we have assigned to the criteria.

The synthesis is performed from the main window of the entire model. Select the
option Computations and then synthesize as shown in Fig. 3.20. Figure 3.21 shows
the result of this process. In Fig. 3.21 we can see, under the Normals column, that
the alternative with highest priority, for this example, is the Car 2 (0.760837);
followed by the Car 3 (0.14266) and the Car 1 (0.089896).

The Normals column in Fig. 3.21 shows the general or overall priorities, also
called final preferences, in standardized form. According to this column, Car 2 has
76 % of the preference, based on the comparisons made. The Ideals column is
obtained by dividing each value in the Normals column by the highest value of said
column (0.760837 in this example). Thus the highest priority has a value of 1

Fig. 3.18 Comparison of the alternatives with respect to safety

Fig. 3.19 Comparison of the alternatives with respect to comfort
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(=0.760837/0.760837) or 100 %. This indicates, for example, that the second best
option, Car 3, is 14.9 % (=0.14927/0.760837) as good as the best (ideal) option.5

We can also display the overall priorities (Fig. 3.21) together with the weights of
the criteria (Fig. 3.22) on the same synthesis screen as shown in Fig. 3.22. To
obtain this display, we select Computations and then Priorities (instead of
Synthesis) from the drop-down menu in Fig. 3.20.

Fig. 3.20 Selecting the option synthesize

Fig. 3.21 Overall priorities as a result of the synthesis

5The Raw column in the priorities screenshot (rightmost column not shown in Fig. 3.22) is not
used for AHP analysis.
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3.5 Sensitivity Analysis

The final priority will be heavily influenced by the weights given to the respective
criteria. It is useful to perform a “what-if” analysis to see how the final results
would have changed if the weights of the criteria would have been different.

For this reason, the last step in the evaluation of alternatives is to perform a
sensitivity analysis. This analysis is performed to investigate how sensitive the
results are with respect to the importance we have derived for the different criteria.
Although there are different ways to perform the sensitivity analysis using Super
Decisions v2, we will provide a simple and practical way to perform this, given the
intended scope of this book.

Select (mouse left-click) the Goal node “Buying a Car”, and right-click to obtain
the drop-down menu shown in Fig. 3.23. Next, select the “node compare interface”
option and click the tab “direct” to choose the direct comparison mode shown in
Fig. 3.24. Notice that the criteria weights in this figure correspond to the derived
criteria priorities. In other words, this is our original analysis scenario previously
obtained. However, direct mode is not simply a different way to present the criteria
priorities. It also allows us to change the priority values directly.

Fig. 3.22 Priorities of the alternatives and criteria
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We could be interested in knowing if Car 2 would have been the best choice if
all the criteria would have had the same weight. To check this scenario, we first
save our original scenario file with a name such “Buying a Car Original Scenario”.
Next, we can open it again and save it as “Buying a Car Sensitivity Scenario 1” or
similar name. Next, in the direct mode in Fig. 3.24 we will enter the value 0.25 as a
weight for each of the criteria.6 To do this enter 0.25 in the first cell and hit “Enter”

Fig. 3.23 Drop-down menu from “Buying a Car”

Fig. 3.24 “Buying a Car” original scenario shown in direct mode

6Given that there are 4 criteria, the way to distribute the weights equally among them is by
performing the calculation 1/ 4 = 0.25. Should there be 5 criteria, the weight to distribute equally
would be 1/5 = 0.2 and so on.
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or “Return” in your keyboard. The cursor will move to the next cell. Enter 0.25
again and click “Enter.” Repeat this process untill all cells have the same 0.25 value
(make sure this is the case by inspecting the cells visually) and you will obtain the
screen shown in Fig. 3.25. Close this window by clicking on the upper right x and
go to the top menu of the software and select Computations > Priorities (in the
drop-down menu from Fig. 3.20) to obtain the screen shown in Fig. 3.26.

Fig. 3.25 Direct mode with criteria with equal weight

Fig. 3.26 All criteria are equally important
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As can be seen from Fig. 3.26, if all criteria are equally important our best
choice is still the Car 2 while the other two alternatives are still quite behind. We
can analyze different possible scenarios of interest to understand in which cases the
best original choice is no longer so.

3.6 Making a Final Decision

Based on the results of the synthesis and the insight obtained from the sensitivity
analysis, a final decision needs to be made.

In general, the best alternative is the one with the highest general priority. The
user can now choose this alternative (if he/she wishes to do so) and at the same time
can justify the reason for the selection. He/she now has the opportunity to explain
the criteria used and the importance assigned and; furthermore, explain what would
have happened if the weights of the criteria had changed.

3.7 Conclusion

In short, we have seen that because of the cognitive anomalies that we, as human
beings, experience, it is necessary to use a methodology that is intuitively simple,
efficient, and safe to make decisions. The analytic hierarchy process (AHP),
implemented in the software Super Decisions provides a methodology for making
decisions in an intuitive but rational way and it is simple to use. This is the reason
why the AHP methodology and related software is widely used worldwide for all
kinds of decisions.

References

Creative Decisions Foundation (2015). Creative decisions foundation. Retrieved from http://www.
creativedecisions.net.

Super Decisions (2012a). Manual for building AHP models. Retrieved from: http://beta.
superdecisions.com/tutorial-1-building-ahp-models/manual-for-building-ahp-decision-models/.

Super Decisions (2012b). Tutorial 8: Building AHP models. Retrieved from: http://www.
superdecisions.com/tutorial-1-building-ahp-models/.

Super Decisions (2015). Super decisions. Retrieved from http://www.superdecisions.com.

42 3 Building AHP Models Using Super Decisions v2

http://www.creativedecisions.net
http://www.creativedecisions.net
http://beta.superdecisions.com/tutorial-1-building-ahp-models/manual-for-building-ahp-decision-models/
http://beta.superdecisions.com/tutorial-1-building-ahp-models/manual-for-building-ahp-decision-models/
http://www.superdecisions.com/tutorial-1-building-ahp-models/
http://www.superdecisions.com/tutorial-1-building-ahp-models/
http://www.superdecisions.com


Part II
Intermediate



Chapter 4
AHP Models with Sub-criteria

In many situations, it is necessary to add sub-criteria to one or more of the original
criteria. The process is very straightforward as it will be shown here. Also, readers
are encouraged to read the Super Decisions manual (the section corresponding to
building hierarchical models) available in the Help tab as part of the software
package and to browse the Manual for Building AHP Decision Models (Super
Decisions 2012a) or the related tutorial (Super Decisions 2012b). In general, we
suggest complementing this lecture with material put together by the Creative
Decisions Foundation (2015) and Super Decisions (2015).

4.1 Introducing Sub-criteria in AHP Super Decision
Models

Let us assume that for the Buying Car example (shown in Fig. 4.1), we realized
upon building the criteria cluster that we need to add sub-criteria to the cost
criterion.

For this purpose, we select Design > Cluster > New to create a cost sub-criteria
cluster. Next we select the cost sub-criteria cluster, right-click and select the create
node in cluster option from the drop-down menu to create the two sub-criteria nodes
acquisition cost and maintenance cost as shown in Fig. 4.2.

Our next step is to connect the cost criterion to the corresponding sub-criteria
node. For this purpose, we select the cost node and right-click to obtain a drop-down

Introducing Sub-criteria in Super Decisions v2 https://mix.office.com/watch/1139f002mt5jj.

Pairwise Comparisons with Sub-criteria https://mix.office.com/watch/w9qjp90l4l9e.
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menu as shown in Fig. 4.3. Select the option “Node Connexions from” to connect
the current node (cost) to the corresponding sub-criteria and you will obtain the
screen shown in Fig. 4.4.

Select the two sub-criteria nodes acquisition cost and maintenance cost to
complete the connections from the cost criterion as shown in Fig. 4.4.

Select the icon from the top model menu and position the cursor over the cost
criterion node to see what nodes cost is connected to. As can be seen in Fig. 4.5, the
cost criterion node is connected to the sub-criteria nodes acquisition cost and

Fig. 4.1 Buying a Car ratings model

Fig. 4.2 Addition of cost sub-criteria
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maintenance cost as indicated by the fact that these two nodes are highlighted in
red. This confirms that our connections have been properly made.

Select the goal node: Buying a Car and check which nodes it is connected to.
You will notice that, as shown in Fig. 4.6, the node Buying a Car is connected only
to the criteria nodes: cost, comfort, safety, and aesthetics. This is expected because
we started this example assuming that this top part of the model had been

Fig. 4.3 Selecting the “Node Connections” option

Fig. 4.4 Connecting “Cost” to its sub-criteria
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completed and pairwise compared to obtain the criteria weights shown in Fig. 4.2.
Still, it is always very important to verify that your model connections are correct.

Now, we proceed to create the alternatives cluster and its corresponding nodes
(Car 1, Car 2, and Car 3) as shown in Fig. 4.7.

We now are required to connect the criteria to the alternatives. We will do so
only for the criteria: comfort, safety, and aesthetics as shown in Fig. 4.8. Notice that

Fig. 4.5 Verifying cost connections to its sub-criteria

Fig. 4.6 Verifying “Buying a Car” connections to its criteria
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Fig. 4.7 Model screenshot prior to connecting the alternatives

Fig. 4.8 Verifying connections from criteria (except cost) to the alternatives
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we do NOT connect the cost node given that it has sub-criteria. In this case, it is the
cost sub-criteria that will be connected to the alternatives.

Select the acquisition cost sub-criteria node, right-click, select drop-down
options “node connections from” and select the three alternatives Car 1, Car 2, and
Car 3 to connect the acquisition cost to all the alternatives. To verify that the
connections were properly made, select the [ ] position the cursor on top of the
acquisition cost sub-criterion and you will obtain the screen shown in Fig. 4.9
which confirms that acquisition cost is connected to all the alternatives, as indicated
by the red highlights in Fig. 4.9.

Repeat the same procedure to connect the maintenance cost sub-criterion node to
each of the alternatives. Once completed, verify this node is properly connected to
the alternatives as shown in Fig. 4.10.

The top criteria cost, comfort, safety, and aesthetics must be compared pairwise
to obtain their weights, ensuring that the comparison matrix inconsistency is less
than or equal 0.1. As can be seen in Fig. 4.11, the criteria pairwise comparison have
been completed and the criteria weights have been obtained (rightmost pane labeled
‘3. Results’) with an inconsistency of 0.06948 which is much less than 0.1.

Now we need to compare pairwise the cost sub-criteria: acquisition cost and
maintenance cost with respect to their cost criterion node as shown in Fig. 4.12. In
this example, maintenance cost is strongly more important than acquisition cost
with respect to the cost. The results (right pane) indicate that maintenance cost has a
weight of 0.833 while acquisition cost has 0.166. Also, notice that the inconsistency
is 0.000 because we only have two sub-criteria to compare. However, if we had

Fig. 4.9 Verifying connection from “Acquisition Cost” to alternatives
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three or more sub-criteria we would most likely have obtained an inconsistency
different from 0. In this case, ensuring that this inconsistency was less than or equal
0.1 is important and any correction to the judgments should be made if needed.

Next, we compare the alternatives pairwise with respect to each criterion.
However, in the case of cost, we will compare the alternatives against the cost
sub-criteria. For this purpose, we first select the sub-criterion node acquisition cost,
right-click and select node compare interface from the drop-down menu. We enter

Fig. 4.10 Verifying connection from “Maintenance Cost” to alternatives

Fig. 4.11 Pairwise comparison of criteria
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the judgments and obtain the screen shown in Fig. 4.13. The results (right pane)
show that Car 1 has the highest preference (0.733) with respect to acquisition costs.
Also, the inconsistency level (0.090) is acceptable (<=0.1); therefore no inconsis-
tency analysis and comparison adjustments are required.

We repeat the same procedure to compare the alternatives with respect to the
sub-criteria node Maintenance Cost as shown in Fig. 4.14. Again, we verify that the
inconsistency level is acceptable (0.06239 <= 0.1) before accepting the results
indicating that Car 1 is the best choice (0.730) respect to maintenance costs as
shown in Fig. 4.14.

Next, we repeat the pairwise evaluation of the alternatives with respect to the
other criteria comfort, safety, and aesthetics; as shown in Figs. 4.15, 4.16, and 4.17.

Fig. 4.12 Pairwise comparison of cost sub-criteria with respect to “Cost”

Fig. 4.13 Comparison of alternatives with respect to “Acquisition Cost”
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Fig. 4.14 Comparison of alternatives with respect to “Maintenance Cost”

Fig. 4.15 Comparison of alternatives with respect to “Comfort”

Fig. 4.16 Comparison of alternatives with respect to “Safety”
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The final step is to obtain the final priorities by selecting from the top menu,
Computations > Priorities to obtain the results shown in Fig. 4.18. This figure
shows all the priorities (under the heading “Normalized by Cluster”) obtained in the
decision model.

To focus only on the priorities obtained for the alternatives, select
Computations > Synthesis to obtain the results shown in Fig. 4.19.

Fig. 4.17 Comparison of alternatives with respect to “Aesthetics”

Fig. 4.18 Priorities for criteria, sub-criteria, and alternatives

54 4 AHP Models with Sub-criteria



In summary, the procedure to insert sub-criteria to a specific criterion (e.g., Cost
in Fig. 4.1) consists of1:

• Create a sub-criteria cluster for the specific criterion (e.g., cost sub-criteria in
Fig. 4.2),

• Create the sub-criteria nodes (e.g., acquisition and maintenance costs in
Fig. 4.2),

• Connect the criterion node (e.g., cost) to the sub-criteria nodes (e.g., acquisition
and maintenance costs in Figs. 4.3, 4.4, and 4.5),

• Connect the sub-criteria nodes to the alternatives (Figs. 4.9 and 4.10),
• Compare pairwise the sub-criteria (e.g., acquisition and maintenance costs) with

respect to the criterion (e.g., cost) to obtain the relative sub-criteria weights
(Figs. 4.13 and 4.14).

• Compare the alternatives with respect to these sub-criteria (Figs. 4.13 and 4.14).

4.2 Conclusion

In this chapter, you have learned how to insert sub-criteria in a Super Decisions
Model. Notice that the alternatives are compared against the lower nodes of the
hierarchy, independently of these nodes being criteria or sub-criteria. In our example,

Fig. 4.19 Overal priorities for the “Buying a Car” example

1We are summarizing here only the insertion of sub-criteria, not the analysis of the whole model as
was done in a previous chapter.
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the alternatives were compared against acquisition cost, maintenance cost, comfort,
safety, and aesthetics where the first two nodes were sub-criteria. Which nodes the
alternatives are compared against is determined by the top–down connections of
criteria/sub-criteria to the alternatives.
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Chapter 5
Understanding Ratings Models

Up to now we have discussed AHP relative models; that is, models in which both
the criteria and alternatives are prioritized through pairwise comparison. However,
sometimes there is a large number of alternatives to consider. For example, in the
case of evaluating employees for promotion, it would not be unusual to have to
evaluate 30 or more. This would make a pairwise comparison very difficult due to
the excessive number of required comparisons. A similar situation occurs when you
are constantly adding or removing alternatives. For example, referring to the pre-
vious case, where employees vary in number and must be evaluated semiannually
or annually. A pairwise comparison requires a repetitive comparative process every
time you add or remove options. This process is tedious. To resolve these two
situations (large number of alternatives or frequent addition/removal of alterna-
tives), ratings models have been developed (Saaty 2012). In this approach, criteria
priority is still derived by pairwise comparison. Next, a rating scale is specifically
developed for each of the criteria and the alternatives are evaluated, independently
of each other, using these scales. Let us see how this works.

5.1 Developing Ratings Scales for the Criteria

We begin with the weights (importance) obtained for each criterion (local priorities)
in step 2 (Chap. 2) via pairwise comparison. However, instead of comparing the
alternatives pairwise, we will develop a rating scale for each of the criteria and the
alternatives will be scored against each criterion accordingly. In our previous car
example, we had derived the weights for cost (0.669), comfort (0.088), and safety
(0.243) as shown in Table 5.1.

Next, we develop a rating scale for each criterion. This scale can be different for
each criterion or the same for all. Examples of scales for each criterion are shown in
Tables 5.2, 5.3 and 5.4:
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The scales may have different ranges or values for each criterion. A scale with 3,
5, 7, or 10 different values is recommended. The label or tag for each score is also
arbitrary and should be selected so as to facilitate the evaluation of alternatives.
Finally, take into account that a higher score should reflect greater convenience of
the alternative (e.g., a car with higher cost will have a lower score on the scale of
Table 5.2).

We now proceed to perform the evaluation of alternatives for each criterion. This
assessment can be made with the verbal scales we have created. Let us start with the
first row in the rating matrix to rate Car 1 as shown in Table 5.5. For example, with
respect to cost, which score should we assign to the Car 1? One possible answer,
using the scale of Table 5.2, it could be “Low” as shown in the Car 1-Cost cell in
Table 5.5. However, at the moment of performing the calculations, this verbal
rating will be replaced by the score 4 (from Table 5.2) as shown in Table 5.6.
Similarly, what score should we give to Car 1 with respect to comfort? A possible

Table 5.1 Criteria and their
weights for the evaluation of
alternatives

Table 5.2 Scale for costs Cost ($) Scale Score

10,000–15,000 Very low 5

16,000–20,000 Low 4

21,000–30,000 Regular 3

31,000–40,000 High 2

>40,000 Very high 1

Table 5.3 Scale for comfort Comfort Scale Score

4 passengers with tight space Uncomfortable 3

4 passengers with sufficient space Acceptable 5

4 passengers with large space Comfortable 7

Table 5.4 Scale for safety Safety Scale Score

Ranked in the 30 % inferior
percentile

Low 3

Ranked between 31 and 69 %
percentile

Acceptable 5

Ranked in the 70 % superior
percentile

High 7

Cost Comfort Safety

Criteria weights 0.669 0.088 0.243

Car 1

Car 2
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answer would be “acceptable” (Table 5.5) which is a “5” for calculation purposes
(Table 5.6); and finally, a “High” score is assigned to this alternative regarding
safety. Next, we perform a similar evaluation for Car 2 in the second row in the
ratings matrix (Table 5.5). In this example, Car 2 has been rated as High with
respect to cost, Comfortable with respect to comfort, and Acceptable with respect
to safety. Scores can be seen qualitatively or quantitatively as shown in Tables 5.5
and 5.6, respectively.

5.2 Deriving the Overall Priorities (Model Synthesis)

We turn now to the next step to calculate the overall priorities or synthesis which in
this case consists in calculating the final scores. The process also consists in cal-
culating the weighted addition of the local priorities as will be shown. We need to
multiply each score by the weight of its criteria and add rows for the general
priorities or final scores. That is, we calculate the weighted sum of the scores for
each alternative for Car 1:

Final score (totals) for Car 1:

4� 0:669 þ 5� 0:088 þ 5� 0:243 ¼ 4:331

Final score (totals) for Car 2:

2� 0:699 þ 7� 0:088 þ 7� 0:243 ¼ 3:655

To express these totals as overall priorities we simply normalize the totals col-
umn; that is we divide each cell value (4.331 and 3.655, respectively) by the column

Table 5.5 Qualitative
evaluation of the alternatives

Cost Comfort Safety

Criteria weights 0.669 0.088 0.243

Car 1 Low Acceptable Acceptable

Car 2 High Comfortable High

Table 5.6 Quantitative
evaluation of the alternatives

Cost Comfort Safety

Criteria weights 0.669 0.088 0.243

Car 1 4 5 5

Car 2 2 7 7
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total (7.986) to obtain the respective priorities for Car 1 (4.331/7.986 = 0.542) and
Car 2 (3.655/7.986).

These results are summarized in Table 5.7.
In other words, Table 5.7 shows that given the importance (weight) that we give

to each buying criteria (cost, comfort, and safety), the Car 1 is preferable (0.542
overall priority) to the Car 2 (0.458 overall priority).

5.3 Conclusion

Although final results are not very different from the pairwise comparison analysis
we did in a previous chapter (in both cases the Car 1 is the best option); it should be
noted that using a ratings model, it would be very easy to assess additional alter-
natives (e.g., 5 or 6 more cars) by simply adding more rows to the matrix in
Table 5.7 and proceed to evaluate them using the developed rating scales.
Similarly, withdrawing any car from the list of alternatives would not affect the
evaluation made for the others. The reader can imagine the advantage of the ratings
method when you consider the effort required to evaluate, for example, 50 vehicles
or more. The pairwise comparison would be impractical and the ratings method
would be the best option for this type of evaluation.
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Table 5.7 Overall priorities of the alternatives

Overall
priority

Totals Cost Comfort Safety

Criteria weights 0.669 0.088 0.243

Car 1 0.542 4.331 4 5 5

Car 2 0.458 3.655 2 7 7
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Chapter 6
Ratings Models Using Super Decisions v2

In this chapter, we will learn how to build ratings models using Super Decisions. It
may be useful to review the theoretical discussion of ratings models in the previous
chapter. Here we will focus on the how-to aspects of using Super Decisions for
ratings models. Also, for additional detailed information, readers are encouraged to
read the Super Decisions manual (ratings model discussion) available in the Help
tab as part of the software package and to browse the section related to ratings
models in the Manual for Building AHP Decision Models (Super Decisions 2012a)
or the related tutorial Building AHP Ratings Models (Super Decisions 2012b). In
general, we suggest complementing this chapter with material compiled by the
Creative Decisions Foundation (2015) and Super Decisions (2015).

6.1 Building Ratings Models in Super Decisions

For consistency, we will use the same example of Buying a Car using Super
Decisions. The model corresponding to the goal and criteria part is shown in
Fig. 6.1. We have not added the alternatives yet because we will do so as part of the
ratings model.

First, we will prioritize the criteria (cost, comfort, safety, and aesthetics). This
stage follows the same procedure as before.1 For this purpose, right click on the
“buying a car” node and select the “node compare interface” as shown in Fig. 6.2.

Building AHP Ratings Models in Super Decisions v2 https://mix.office.com/watch/
149sxxjf62au4.

Evaluation of Alternatives using Ratings Models https://mix.office.com/watch/ugw04309cx8o.

1In other words, the prioritization of criteria is done via pairwise comparison in both relative and
ratings models.
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For this example, let us assume that the judgments for the criteria comparisons
(cost, comfort, safety, and aesthetics) shown in Fig. 6.3 have been entered. Once all
of the judgments have been recorded, we obtain the following screen (see Fig. 6.3).
On the right hand side (3. Results), Super Decisions shows the calculated priorities
(weights) for each of the criteria in our example. Notice also that inconsistency is
less than 0.10 which is acceptable to continue our analysis.

Fig. 6.1 Buying a car criteria model

Fig. 6.2 Selection of the node compare interface function
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In ratings models, the evaluation of the alternatives (car 1, car 2, and car 3) is not
done via pairwise comparison but by rating them with respect to each criterion
separately.2 For this purpose, we need to create a ratings scale for each criterion. In
other words, this step requires prioritization of the alternatives according to each of
the criteria using their respective ratings scale (we will learn how to create rating
scales in a moment); that is, based solely on the criterion cost, we need to establish
the priority for each alternative using the cost rating scale, then, we repeat the
process for the criterion comfort (using the comfort rating scale) and so on until the
alternatives have been rated against all the criteria.

First, we need to create a ratings model. To create a ratings model using Super
Decisions, select from the main window, the option Assess/Compare followed by
ratings and we will get the screen shown in Fig. 6.4.

On this screen (Fig. 6.4), select the edit option followed by criteria. Press the
New button and a new window named Select Criteria will appear (Fig. 6.5). In this

Fig. 6.3 Node comparison interface

Fig. 6.4 Main window of the ratings method using super decisions

2This is the key difference between relative and ratings models. In relative models, the prioritization
of alternatives is done via pairwise comparison but in ratings models the prioritization of alterna-
tives is done by rating each alternative using a rating scale (called categories) for each of the criteria.
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new window, select cost, comfort, aesthetics, and safety criteria. Click on the button
Add followed by Done to build the header of the ratings model matrix shown in
Fig. 6.6. Note that the weights of the criteria are automatically assigned by the
software based on the comparison of criteria previously made.

In the next step, we need to add the alternatives. For this, we select
Edit/Alternatives/New and proceed to enter the name of the first alternative. This
process is repeated as many times as necessary as shown in Fig. 6.7. Once all
alternatives have entered, click “cancel” to close the “new alternative” window.

Fig. 6.5 Select criteria window

Fig. 6.6 Ratings model with criteria

Fig. 6.7 Ratings model with alternatives
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Now you must create a rating scale, for each criterion (cost, comfort, safety, and
aesthetics) to assess the alternatives. For this, select the Edit > Criteria > Edit
Categories, select Comfort and click OK (Fig. 6.8).3

The program will display the Category Editor window as shown in Fig. 6.9. In
this window, we will create the necessary categories using the New button and
entering the names of the categories as shown in Fig. 6.10.

Now we need to give a score to each category. To do that, press the button
Comparisons in the Category Editor window. By default, the type of comparison
interface that you used last will be shown (questionnaire mode in our example). See
Fig. 6.11.

You can perform a pairwise comparison to obtain the priorities of each category.
Another possibility, to be used in this example, is to directly enter the weights for
each category. For this, it is necessary to select the Direct tab in the screen shown in
Fig. 6.11. The screen shown in Fig. 6.12 is displayed. If you want to use a 1–5
Likert scale, this can be done by entering the values shown in Table 6.1. In
Fig. 6.12, the weights are calculated by normalizing the scale.

Fig. 6.9 Category editor

Fig. 6.8 Select criterion to
create a rating scale

3As previously indicated, the rating scale developed for each criterion is called “categories” in the
Super Decisions software.
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By entering these weights in the window shown in Fig. 6.12 we conclude with
the weighting of the categories for the first criterion of comfort. To confirm you
have completed this process correctly, stay on this window and select
Computations > Show Ideal Priorities from the top of the comparison interface
main menu (Fig. 6.11). You will see that the priorities correspond approximately to
the ideal values proposed in Table 6.1. These values constitute the ratings values to
be used when scoring the alternatives. The results are shown in Fig. 6.13.

Fig. 6.11 Comparison interface—questionnaire mode

Fig. 6.10 Category editor for our example
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Table 6.1 Values for the
scale in our example

Category Scale Normala Idealb

Excellent 5 0.33 1.0

Above average 4 0.27 0.8

Average 3 0.20 0.6

Below average 2 0.13 0.4

Poor 1 0.07 0.2
aCalculated by dividing each scale value by the total scale (e.g.
5/15 = 0.33, 5/15 = 0.27)
bCalculated by dividing each scale value by the highest value
(e.g. 5/5 = 1, 4/5 = 0.8, 3/5 = 0.6)

Fig. 6.13 Rating scale values
for comfort

Fig. 6.12 Direct data entry
window to enter weights for
each category

6.1 Building Ratings Models in Super Decisions 67



Now you can close this window by selecting ‘X’ in the upper right corner of the
window. Following the same process, we can create categories and different scales
for each criterion. However, when there are many criteria it may be more conve-
nient to use the same scale for all categories.

To reuse the same category set for all the criteria, you need to create a template
that can be reused later. To create a template, select “Assess/Compare” from the
main menu; Select “Ratings”. Keep the “ratings model” window open. From the
main menu, select “Edit”, “Criteria”, “Edit Categories” (Fig. 6.8). Next, select the
category “comfort” and you will obtain Fig. 6.10. In this window, select File and
then the Save Template option as shown in Fig. 6.14. Save as (name) this file as
Likert (make sure you save it in the folder you are working with).

Now, we can reuse this template for the other criteria. To do this, we need to get
back to the “Edit Categories” window (Edit/Criteria/Edit Categories). This time
select the criterion (cost). Click “ok”. Next, go to File > Load Template as shown
in Fig. 6.15. Double click the Likert file (saved earlier) and the categories of the
cost criterion will be the same as the first criterion (comfort). Click ‘x’ in the upper
right corner to close this window. You can repeat this process until all criteria have
the desired categories.

Now it is required to evaluate the alternatives (car 1, car 2, car 3) for each
criterion (cost, comfort, aesthetics, and safety) using the rating scales created. For
example, to evaluate the Car 1 with respect to the criterion comfort, position the
cursor in the corresponding cell (intersection of row Car 1 and Column Comfort),
left click and you will obtain a drop down menu with the five categories. Select and
click the desired rating, Below Average in our example. Repeat this procedure until
every alternative has been evaluated with respect to each criterion as shown in
Fig. 6.16.

If your screen does not show the totals and priorities column, you need to enable
the display option. To see the calculated ratings and normalized priorities, select
View/Totals Column and View/Priorities Column, respectively, as shown in
Fig. 6.17. The results shown in Fig. 6.18 will be obtained.

In Fig. 6.18, the Totals column correspond to the weighted scoring sum of each
alternative (remember that each verbal rating in Fig. 6.19 corresponds to a specific
numeric value as shown in Fig. 6.13). An alternative that is Excellent with respect

Fig. 6.14 Saving a category
template
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Fig. 6.17 Enabling display of totals and priority columns

Fig. 6.18 Results showing final scores and priorities

Fig. 6.16 Evaluation of alternatives using the ratings model

Fig. 6.15 Loading a category template
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to every single criterion in the model would get the maximum total score of 1. By
normalizing the Totals column (dividing each value by the total addition of the
column values) we obtain the Priorities column which shows the relative impor-
tance of each alternative. You can also see these results in the traditional way of
selecting priorities Calculations/Synthesize as shown in Fig. 6.19.

6.2 Conclusion

Figures 6.16, 6.17, and 6.18 show how to use Super Decisions for Ratings Models.
Even a person who did not participate in building the decision model can easily use
it to evaluate alternatives. Furthermore, it is fairly simple to add and delete alter-
natives, which is one of the main reasons to use AHP ratings models in the first
place.
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Chapter 7
Benefit/Cost Analysis Using AHP

In today’s world, there are many decisions to be made at every level of manage-
ment. Learning to closely examine all benefits, opportunities, costs and risk factors
that will affect the decision to launch a project are important skills for decision-
makers (Saaty 2012). One important problem faced in Benefit/Cost (B/C) analysis
is the difficulty involved in assigning a value (monetary perhaps) to benefits,
opportunities, costs and risks. The solution to this problem is to consider both
tangible and intangible factors for the benefit/cost assessment process (Wijnmalen
2007).

7.1 AHP Benefit/Cost Analysis

Traditionally, B/C analysis has been performed to answer the following question:
Which alternative will provide the greatest benefits with the lowest costs? Benefits
are constituted by gains and pluses of all sorts-Economic, Physical, Psychological
and Social. Similarly, costs are constituted by pains and losses of all sorts.

To perform an AHP B/C analysis, two separate hierarchies (one for benefits
and one for costs) must be developed. For the benefits hierarchy, the criteria will
be constituted by the expected benefits of the decision. Next, the criteria will be
weighted using a pairwise comparison as usual. After this, the alternatives will
be prioritized in terms of how beneficial they are. In other words, the comparison
questions will always be: With respect to a given criterion, which is the best (most
beneficial) alternative?

For the costs hierarchy, the criteria will be constituted by the expected costs of
the decision. However, and this is an important consideration, the alternatives are
prioritized in terms of how costly they are (i.e. a higher priority reflects a higher
cost). For this purpose, the comparison question is: With respect to a given crite-
rion, which alternative is more costly?
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Finally, the ratio benefit/cost for the priority of each alternative is computed by
dividing the benefit priority by the cost priority of each of the alternatives. The best
alternative is the one that has the highest ratio.

To illustrate this with an example, let’s assume that we have decided to analyze
the decision to purchase a car using a B/C analysis. The steps are as follows:

• Step 1: Build a Benefits Hierarchy, weight the criteria using pairwise compar-
ison, and next prioritize the alternatives based on how beneficial they are (i.e.
higher priority indicates higher benefit). Results for the example are shown in
Fig. 7.1a.

• Step 2: Build a Cost Hierarchy, weight the criteria using pairwise comparison,
and next prioritize the alternatives based on how costly they are (i.e. higher
priority indicates higher cost). Results for the example are shown in Fig. 7.1b.

• Step 3: Calculate the B/C ratio for each alternative. The alternative with the
highest B/C ratio will be the best. Results for the examples are shown in
Fig. 7.1c.

A more detailed explanation of each example follows.

Step 1: Build a Benefits Hierarchy

Compare the criteria pairwise to obtain the benefits criteria weights (e.g. “With
respect to the benefit expected when buying a car, which criterion is more
important: Comfort or Image?” and so on). This procedure is the same as we have
done before to determine the relative importance of criteria. As shown in Fig. 7.1a,
Safety is the most important criterion (weight: 0.4), followed by Comfort and Image
(weight: 0.3 in both cases).

(a) (b)

(c)

Fig. 7.1 AHP B/C analysis. a The higher the priority of the alternative, the more beneficial (or
preferable). b The higher priority of the alternative, the more costly (or worse) alternative. c The
higher B/C ratio, the more preferable the alternative
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Next, compare the alternatives pairwise with respect to each criterion (i.e. “With
respect to Comfort, which alternative is more beneficial: Car 1 or Car 2?” “With
respect to Image, which alternative is more beneficial: Car 1 or Car 2?” “With
respect to Safety, which alternative is more beneficial: Car 1 or Car 2?”). Finally,
calculate the overall priorities.

The Benefits hierarchy in Fig. 7.1a shows the final results. According to this we
should purchase the Car 2 which is the most preferable (priority: 0.6) in terms of
benefits, with respect to Car 1 (priority: 0.4). However, this would be the right
decision if we were only to consider the benefits; but we still need to consider the
costs.

Step 2: Build a Cost Hierarchy

Compare the criteria pairwise to obtain the cost criteria weights (e.g. “With respect
to the cost of buying a car, which criterion is more important: Acquisition Cost or
Maintenance Cost?” and so on). This procedure is the same as we have done before
to determine the relative importance of criteria. As shown in Fig. 7.1b Maintenance
Cost (weight: 0.2) is the least important cost criterion while Acquisition Price and
Miles per Gallon consumption are much more important (weight: 0.4 each).

Next, compare the alternatives pairwise with respect to each criterion (i.e. “With
respect to Acquisition Price, which alternative is more costly: Car 1 or Car 2?”
“With respect to Maintenance Cost, which alternative is more costly: Car 1 or Car
2?” “With respect to Miles per Gallon consumption, which alternative is more
costly: Car 1 or Car 2?”). Finally, obtain the overall priorities. The Cost Hierarchy
in Fig. 7.1b shows the final results. According to this we should purchase the Car 1
which is the least costly (priority: 0.2) with respect to Car 2 (priority: 0.8).
However, this would be the right decision if we were only to consider the costs and
naturally, wanted to purchase the least costly vehicle. However, in B/C analysis we
need to integrate both benefits and costs as shown next.

Step 3: Calculate the B/C Ratio for each Alternative

To find out which is the best solution, simply divide the benefit by the cost (B/C)
for each alternative as shown in the last rightmost column in Fig. 7.1c. The highest
B/C ratio is the best alternative, taking into account both benefits and costs. In this
case, “Car 1” constitutes the best alternative when taking into account both benefits
and costs.

7.2 AHP Benefit*Opportunity/Cost*Risk (BO/CR)
Analysis

Traditionally, there are two ways to perform a B/C analysis involving monetary
situations: First, it is possible to calculate the ratio Benefit (B) to Costs (C) as B/C.
This is called B/C ratio approach. If the benefits are greater than the costs (i.e. ratio
(B/C) > 1), the project will be profitable. If there are several possible alternatives to
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choose among, they will be usually prioritized in terms of their B/C ratios from
highest to lowest. This is the approach we have used in our previous example.

A second approach is possible based on the net value of the proposed project;
that is, if the difference (B − C) is positive (i.e., (B − C) > 0), this net value will
constitute the net benefit of the project. On the other hand, if this net value is
negative, the project will derive losses. Again, if there are several possible alter-
natives to choose among, they will be prioritized in terms of their net value from
highest to lowest.

AHP has extended B/C analysis by allowing mixing tangible (e.g. monetary
values) and intangible (e.g. image) considerations. In other words, it is possible to
consider various tangible and intangible factors to evaluate the merits, in terms of
benefits and costs, of the alternatives (Saaty 2012).

Also, AHP allows considering opportunities (O) and risks (R) as part of the B/C
analysis in what is called BO/CR analysis (Saaty and Ozdemir 2004). An oppor-
tunity is defined as a potential (but not certain) benefit or gain while a risk is defined
as a potential (but not certain) cost or loss.

The original proposed formulas that could be considered an extension of the
original (B/C) and (B − C) analyses are1:

Multiplicative Ratio:

ðB � OÞ=ðC � RÞ

In this expression, it is intuitively noticeable that alternatives with larger
numerators (either because B or O are large) and/or smaller denominators (either
because C or R are small) will be the most attractive alternatives overall because it
will give you the highest ratio. This basically constitutes an extension of the B/C
rationale.

Additive with Subtraction:

ðB þ OÞ � ðC þ RÞ

The additive with subtraction analysis is an extension of the original net value
approach (B − C). This time there are potential benefits (called opportunities) as
well as potential costs (called risks). Therefore, the opportunities add to the benefits
as well as the risks add to the costs.

In AHP BOCR analysis is performed as follows: first, a hierarchy is built sep-
arately for Benefits (B), Opportunities (O), Costs (C) and Risks (R); second, the

1For completeness purpose, we should indicate that another proposed formula by Saaty (2012) to
integrate BO/CR is the additive/reciprocal: B + O + 1/C + 1/R. However, the use of reciprocals
has been strongly questioned by Millet and Schoner (2005), who have argued that taking cost and
risk reciprocals actually distorts their originally common scale, thereby producing confounding
results. In any case, this formula is rarely used in practice and for this reason is not further
discussed in this book.
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alternatives are prioritized with respect to B, O, C and R in their respective hier-
archies and finally, they are combined using either the multiplicative or
additive/subtractive formula shown previously. An overview of the process to
conduct a BOCR analysis is given in Fig. 7.2.

The multiplicative ratio approach (B * O)/(C * R) can be considered an
extension of the well-known B/C ratio analysis previously used. In BO/CR anal-
ysis, opportunities refer to potential (but not certain) benefits while risks refer to
potential (but not certain) costs as previously indicated. In other words, if a gain is
possible but not certain, it constitutes an opportunity, while if a loss is possible but
not certain it constitutes a risk. A simple rule of thumb is typically to ask the
question: “Can we be reasonably sure this benefit will occur?” If the answer is ‘Yes’
it is a benefit, if the answer is ‘No’ it is an opportunity. A similar question is made
to distinguish costs from risks.

Keep in mind that the priorities of the alternatives in the benefits and opportu-
nities hierarchies reflect how preferable the alternative is (i.e. the higher the priority,
the more desirable the alternative is in terms of benefits or opportunities) while the
priorities of the alternatives in the costs and risk hierarchies reflect how undesirable
the alternative is (i.e. the higher the priority, the more costly or riskier the alter-
native is). For this purpose, when evaluating the alternatives pairwise with respect

Fig. 7.2 Overview of the BOCR analysis process
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to the benefits (or opportunities), the comparison question should be: With respect
to this given benefit (or opportunity), which is a better alternative? On the other
hand, when evaluating the alternatives pairwise with respect to the costs (or risks),
the comparison question should be: With respect to this given criterion, which
alternative is more costly (or riskier)?

Fig. 7.3 BO/CR analysis for international opportunities
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7.3 A BO/CR Analysis Example

Mu (2016) reports a BO/CR analysis of four proposed university initiatives to col-
laborate with institutions in Uganda: Bright Kids Uganda, Entebbe School,
Children’s Rights and End Human Trafficking. A team of university decision-
makers performed a BO/CR analysis from the perspective of the School of
Education (Fig. 7.3, upper half). They created a hierarchy consisting of 4 criteria:
Benefits, Opportunities, Costs and Risks and considered the important decisional
factors under each of the criteria. After prioritizing these factors via pairwise com-
parison they calculated the local priorities of the alternatives and obtained the overall
priorities. As can be seen in Fig. 7.3 (lower half), the Entebbe School initiative was
the most convenient in terms of Benefits (Priority: 0.550) and Opportunities
(Priority: 0.447). However, this alternative was also the most Costly (Priority: 0.458)
but the least Risky (Priority: 0.167). After performing a B * O/C * R calculation of
the priorities of the alternatives, it can be seen that the best alternative, taking into
account benefits, opportunities, costs and risks is given by Entebbe School which has
a BO/CR multiplicative ratio of 3.297, much higher than the other alternatives.

7.4 Conclusion

While BO/CR analysis is very useful for the evaluation of economic alternatives
you must keep in mind some final comments for this type of analysis:

• Do not forget that the comparison questions for alternatives in the cost (risk)
hierarchies are the opposite of the questions in the benefits (opportunities)
hierarchies. In the benefits (opportunities) hierarchy you select the best (more
beneficial or opportunistic) alternative with respect to each criterion but in the
cost (riskier) hierarchy you select the worst (more costly) alternative with
respect to each criterion.

• Not all the problems can be (or must be) converted to B/C or BO/CR analysis
but there are some that are particularly suitable for this type of analysis (e.g.
economic decisions).

• Not all the 4 hierarchies are needed. There may be problems suitable for B/C
Analysis (B/C ratio), B/CR analysis (B/C * R) or similar ones.

• When using Super Decisions or any other software, it may be easier to create
and save different AHP models for each of the B, C, O and R hierarchies and
make the corresponding BO/CR ratio calculations outside the software, in a
spreadsheet, as shown in our examples.
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Part III
Advanced



Chapter 8
Group Decision-Making in AHP

Complex problems usually require the participation of many experts. One reason
for this situation is that having more than one opinion on a specific topic may be
needed (Saaty 2012). Another reason may be that decisions will affect different
stakeholders and for this reason their different perspectives in the decision-making
problem is needed (Mu and Stern 2014). Still another reason to work collabora-
tively is that complex problems have many different dimensions, each requiring a
different kind of expertise. For example, when evaluating large projects for the
public; there will be technical, economical and social considerations to address.
AHP is particularly useful for group decision-making, as well as conflict resolution
(we will go over this topic in the next chapter), because it is a process which is easy
to understand, easy to aggregate different opinions and which allows dividing the
overall problem into a set of hierarchies and sub-hierarchies, each of which can be
addressed by different experts (Saaty and Peniwati 2007).

8.1 Working an AHP Model as a Group

As an example, for the decision to select a cloud service provider for the City of
Pittsburgh (Mu and Stern 2014), a top level executive committee determined the
five criteria to consider in the decision as well as their importance (weights), as
shown in Fig. 8.1. The goal of selecting a cloud service for the City of Pittsburgh
(this top goal is not shown but is implicit in Fig. 8.1) and the five criteria identified
for this purpose constitutes the main or “big picture” hierarchy for the decision. The
key criteria were: Vendor Qualifications, End-User Transparency, Technical
Requirements, Financial, and Opportunities. Each of these criteria constitutes a
different sub-hierarchy to consider in the decision. A different sub-committee
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addressed the task of comparing and deriving the weights for each criterion and
corresponding sub-criteria. For example, the financial criteria had five sub-criteria:
Scope of Services, Distinguishing Compensation, Specific Services, On-Going
Preservation and Pricing. This financial sub-hierarchy was evaluated by a
sub-committee led by the City Information System’s Chief Financial Officer. This is
one of the advantages of AHP being able to sub-divide the problem into
sub-hierarchies that may be addressed by different groups of people. This approach
hides the complexity of the problem to the participants who can focus on their
specific portion of the problem without losing sight of the big picture.

A project like the one mentioned above, may help to understand group
decision-making using AHP. An AHP facilitator (AHPF) and a project manager
(PM) were assigned to the decision-making process. The first would ensure that all
the proper AHP guidelines would be followed and that the meetings were effective
(e.g. all participants would have same airtime) while the PM handled all the
logistics related to the process (e.g., attendance, minutes, scheduling). Neither the
facilitator nor the PM had any voice or vote in the discussions but were present and
managed all the evaluation meetings. The project phases were as follows:

First, the top executive committee formed by the CIO, CFO, COO, a
user-representative and an AHP facilitator met to discuss the overall five key cri-
teria (Vendor Qualifications, End-User Usability (Transparency), Technical

Fig. 8.1 Selecting a cloud service provider for the city of Pittsburgh
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Requirements, Financial and Opportunities) and to compare them pairwise1 to
obtain their relative weights in the decision.

Second, each sub-committee addressed only one of the criterion sub-hierarchy
(e.g., the financial sub-committee discussed the financial sub-hierarchy consisting
of the criterion “4 Financial” and the five sub-criteria 4.1–4.5 in Fig. 8.1). They
discussed the corresponding sub-criteria comparisons and derive their priorities. In
a subsequent meeting, each alternative (vendor) was evaluated against their
respective criterion. However, this evaluation was preliminary and the participants
could take notes if they were not sure about their answers. Their evaluations were
based on the vendor proposals delivered to the City in response to the request for
proposals.

Third, each vendor was given the opportunity to present live their proposals and
to address questions raised by the evaluating sub-committees. After each vendor
presentation, a meeting would take place to discuss once more the merits of each
vendor. Each criteria sub-hierarchy was discussed and evaluated only by the
specific committee. Participants would turn in their questionnaires, this time with
the final comparison judgments which were aggregated into a single questionnaire
by the AHP facilitator.

About the Meetings

Although a comprehensive discussion of how to conduct AHP meetings is beyond
the scope of this book, there are some important considerations to keep in mind:

• Meeting Duration: Meetings ranged between 1 and 2 h. However, the duration
of the meeting was specified before hand so participants could allocate the
proper time to this process.

• Meeting Objective: Participants were clearly told in advance what the objective
of the meeting was.

• Participant Airtime: To ensure that all participants would have the same airtime,
the facilitator would make sure that each participant was given the opportunity
to speak by following a sequential order to give the word to the meeting par-
ticipants. Participants had three minutes each to argue their thoughts.

• Deciding How To Decide2: It was agreed that for each meeting, the facilitator
would explain the situation, and objective of the meeting. Next, each participant
would have a 3 min time slot to present his/her argument. After this, the

1The pairwise comparison was done via a printed questionnaire given to each participant. These
responses were not visible to the other participants, only to the AHP facilitator and the PM who
guaranteed the confidentiality of the responses.
2Deciding How to Decide is a term coined by Roberto (2005) and highlights the idea that teams
must agree to the decision-making process before getting involved in the decision itself. This
ensures that whatever decision is reached by the participants, it will be considered fair and taking
into account all the different positions. In general, the success of the group decision-making using
AHP will depend on the effectiveness of managing the group dynamics and standard methods for
effective team management (Forsyth 2013; Roberto 2005).
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facilitator would summarize the different arguments and a second round of 3
min was given to each participant to counter-argue or reinforce judgments. Next,
each participant would mark their comparison judgments on a paper question-
naire. At the end of the meeting, the AHPF would collect the questionnaires to
aggregate the judgments.

8.2 Aggregation of Judgments Using a Spreadsheet

When performing pairwise comparisons, each participant may have a different
opinion about the proper preference (i.e., which element is more important than the
other) and the intensity of that preference.

The rule for aggregation of judgments in a comparison matrix is very simple:
Combine the judgments using the geometric mean. The geometric mean of two
intensities: intensity 1 (I1) and intensity 2 (I2) is the square root of their product.
The geometric mean of three intensities I1, I2 and I3 is the cubic root of their
product and so forth.

This is much easier to understand with an example. Also, for convenience, we
will show again Saaty’s comparison 1–9 scale used to quantify verbal judgments, as
shown in Table 8.1.

Let us assume that three decision-makers (DM1, DM2 and DM3), while judging
the importance of the criterion “Cost” versus “Comfort” with respect to the goal of
buying a car, have made the following judgments3:

Decision-maker 1 Judgment

DM1: Comfort is from “Very Strongly more important (7)” to “Extremely
important (9)” respect to Cost.

When working with a spreadsheet, this judgment means we must enter (using the
scale from Table 8.1) the intensity value 8 in the cell Comfort (row)-Cost (column)
as shown in Table 8.2. Notice that by doing this, the comparison Cost (row)-
Comfort (column) will be the reciprocal value of 1/8.

Decision-maker 2 Judgment

DM2: Comfort is from “Moderately more important (3)” to “Strongly more
important (5)” with respect to Cost.

The second decision-maker also thinks that Comfort is more important than Cost
but disagrees in the intensity and judges it to be 4 (from the scale in Table 8.1) as
shown in Table 8.3. Again, the reciprocal comparison becomes 1/4.

3These DMs may have recorded their judgments in 3 different comparison matrices. You need to
aggregate the judgments manually and enter the result into a new aggregate matrix.
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Decision-maker 3 Judgment

DM3:Cost is from “Moderatelymore important (3)” to “Stronglymore important (5)”
with respect to Comfort.

This decision-maker differs much more from the others because DM3 considers that
Cost rather than Comfort is more important. The intensity value for Cost (with
respect to Comfort) is 4. This means that the intensity value entered for the com-
parison in the Comfort (row)-Cost (column) cell should be 1/4
(Comfort/Cost = 1/4). Following the convention of using red font when the col-
umn is more important than the row, the cell comfort-cost has the value 1/4 as
shown in Table 8.4. This means that the reciprocal comparison Cost (row)-Comfort
(column) will be 4/1 = 4 (Cost/Comfort = 4) as shown in Table 8.4.

Aggregation of Judgments in a comparison matrix

To aggregate these three judgments we calculate the geometric mean of these three
values; that is, we calculate the cubic root (because there are three DMs) of their
intensity product:

Table 8.3 DM2 comparison
judgment of Comfort versus
Cost

Table 8.1 Saaty’s comparison scale

Verbal judgment Numeric value

Extremely more important 9

8

Very Strongly more important 7

6

Strongly more important 5

4

Moderately more important 3

2

Equally important 1

Table 8.2 DM1 comparison
judgment of Comfort versus
Cost

Buying a car Comfort Cost Safety

Comfort 8

Cost 1/8

Safety

Buying a car Comfort Cost Safety

Comfort 4

Cost 1/4

Safety
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Aggregated DM ¼ Cubic Root of 8� 4� 1=4ð Þ ¼ Cubic Root of 8 ¼ 2:

Therefore, we enter 2 in the cell comfort-cost in Table 8.5.
Notice that if we would have started the aggregation using the cell cost-comfort

(instead of comfort-cost), the result of calculating the geometric mean of the
judgments provided by DM1, DM2 and DM3 would be:

1= Cubic Root of 8� 4� 1=4ð Þ½ � ¼ 1=2

which is the expected value for the aggregated cell cost-comfort (cost/comfort),
given that the Comfort-Cost (Comfort/Cost) value is 2. This property of reciprocity
does not hold if we were to use the arithmetic mean for the aggregation of the
judgments. This demonstrates that the geometric mean is the correct way to
aggregate judgments in AHP and the geometric mean aggregation for our cell
comparison example is shown in Table 8.6.

Table 8.5 Aggregated
judgments for DM1, DM2,
and DM3

Table 8.4 DM3 comparison
judgment for Comfort versus
Cost

Buying a car Comfort Cost Safety

Comfort 1/4

Cost 4

Safety

Comfort 2

Cost

Safety

Buying a car Comfort Cost Safety

Buying a car Comfort Cost Safety

Comfort 2

Cost 1/2

Safety

Table 8.6 Aggregated
judgments for DM1, DM2,
and DM3, with reciprocal
comparison
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8.3 Aggregation of Judgments Using Super Decisions

Let us assume that three decision-makers (DM1, DM2 and DM3) when judging the
importance of the criterion “Comfort” versus “Cost” with respect to the goal of
buying a car, have made the following judgments4 using Super Decisions in
questionnaire mode5:

DM1: Comfort is from Very Strongly to Extremely more important respect to Cost
(Table 8.7).
DM2: Comfort is from Moderately to Strongly more important with respect to
Cost (Table 8.8).
DM3: Cost is from Moderately to Strongly more important with respect to
Comfort (Table 8.9).

Notice that both DM1 and DM2 consider that Comfort is more important than
Cost with an intensity of 8 and 4, respectively. However, DM3 thinks differently
since, in this case, Cost is perceived more important than Comfort with an intensity
of 4. Mathematically, theses judgments can be represented as:

DM1: Comfort/Cost = 8.
DM2: Comfort/Cost = 4.
DM3: Comfort/Cost = 1/4.

Table 8.7 Questionnaire Judgment for Decision-maker 1

Comfort 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Cost

Table 8.8 Questionnaire Judgment for Decision-maker 2

Comfort 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Cost

Table 8.9 Questionnaire Judgment for Decision-maker 3

Comfort 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Cost

4For simplicity, we will use the same values from our previous example.
5These DMs may have recorded their judgments in 3 different Super Decisions models or in 3
different paper questionnaires. You need to aggregate the judgments manually and enter the result
into a new comparison questionnaire in Super Decisions.
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To aggregate these three judgments we calculate the geometric mean of these
three values; that is, we calculate the cubic root (because there are 3 DMs) of their
intensity product; that is:

Aggregated DM ¼ Cubic Root of 8� 4� 1=4ð Þ ¼ Cubic Root of 8 ¼ 2:

What if the aggregate result is not an integer but a decimal number? (Table 8.10)
In questionnaire mode, we would need to use the closest integer value. However,
the easiest way to handle decimal aggregations is to enter them in matrix mode,
making sure that the arrow in the matrix points to the dominant element (Column
Cost in our final result).6 For example, assuming that we would have obtained an
aggregate value of 2.5 for the aggregate judgment of Cost versus Comfort, it would
be recorded as shown in Fig. 8.2. Matrix mode is capable of managing decimals for
the intensity values.

8.4 Consistency in Group Judgments

There are two ways to address consistency problems in group decision-making: the
first way is to go back to the inconsistent decision-makers and work with them in
adjusting their judgments. However, this is not always possible if the comparison

Fig. 8.2 Aggregate judgment in matrix mode

Table 8.10 Questionnaire aggregate judgment

Comfort 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Cost

6To change the direction of the arrow, simply click on the arrow and it will point either to the row
(changing to blue color) or the column (changing to red color) respectively.

88 8 Group Decision-Making in AHP



judgments are anonymous or the respondents are not present. A second way con-
sists in using only the minimum number of comparisons to avoid redundant
questions leading to inconsistency. The minimum number of questions is comprised
of only the comparison judgments in the diagonal above the main diagonal
(highlighted in Table 8.11—C1/C2; C2/C3; C3/C4; C4/C5; C5/C6; C6/C7) of the
comparison matrix. Using this minimum number of comparison questions we can
reproduce what all the other matrix judgments would be (upper part of the matrix)
in the case of perfect consistency, as shown in Table 8.11.

The minimum number of comparisons required for a matrix 7 × 7 as the one
shown in the above figure, is provided by the diagonal (shaded) above the unit
diagonal (filled with 1s). Once we have these comparisons, the rest of comparison
judgments in the upper part of the matrix can be calculated. As an example, to
calculate the comparison C1/C3 (the intersection of row C1 and column C3 in the
example matrix), we do the following calculation: (C1/C2) * (C2/C3) = C1/C3. We
can repeat the same process for the rest of cells in the upper part of the matrix. The
values in the lower part of the matrix are simply the reciprocal from the upper
part. For example, the value for the comparison C3/C1 (the intersection of row C3
and column C1 in the lower part of the matrix) will be the reciprocal of the value
C1/C3 in the upper part of the matrix.

8.5 Conclusion

As you can see, aggregating the judgments of individual decision-makers is rela-
tively straightforward. Furthermore, the judgment collection can be done for each
decision-maker separately; that is, it does not need to be done simultaneously for all
of them. The use of AHP for group decision-making (Saaty and Peniwati 2007) and
conflict resolution (Saaty and Alexander 2013) has been widely documented in
different settings.

Table 8.11 Minimizing the number of comparisons

C1 C2 C3 C4 C5 C6 C7

C1 1 C1/C2

C2 1 C2/C3 Upper Part

C3 1 C3/C4

C4 1 C4/C5

C5 1traPrewoL C5/C6

C6 1 C6/C7

C7 1
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Chapter 9
AHP for Group Negotiation and Conflict
Resolution

9.1 Introduction

AHP has been widely used for group negotiation and conflict resolution (Saaty
2012; Saaty and Alexander 2013). A hierarchy consisting of a decision goal, criteria
(objectives1), and alternatives constitute an actor’s vision of the world. In many
cases, the different actors agree to the decision goal and the possible alternatives
(first and third levels on the hierarchy); however, the final decision is difficult to
reach because they have different criteria (objectives) when making the decision
(second level on the hierarchy).

9.2 Essentials of AHP Negotiation

As an example, consider the hostage situation analyzed by Saaty and Mu (1997).
This situation was modeled as a typical 3-level hierarchy: goal, objectives (criteria),
and actions (alternatives).

Situation: Guerrilla members from the revolutionary movement Tupac Amaru
(MRTA) had taken hostages and demanded the liberation of their jailed comrades
by the Peruvian government. On the other hand, the government had been elected
for its success in combating guerrillas and imprisoning their leaders.

The decision (goal) was clearly the same (to end the crisis successfully) for both the
government and the guerrillas (Top level goal in Figs. 9.1 and 9.2).

1Decision making criteria are also referred as decision making objectives as will be seen in this
chapter.
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The objectives (criteria) in this crisis were clearly distinct for both the MRTA and
the government. For example, while the government wanted to save its image, save
hostage lives, and prevent terrorism altogether (level 2 in Fig. 9.1); the MRTA
wanted the release of their jailed comrades and escape unharmed while publicizing
their cause and destabilizing the government (middle level in Fig. 9.2).
The actions were also clear. In principle, they ranged from storming the building
and demanding unconditional surrender to the release of jailed terrorists and other
concessions (lowest level in Figs. 9.1 and 9.2).

Figures 9.1 and 9.2 shows the decision as seen by the government and the
MRTA, respectively, as reported in Saaty and Mu (1997).

Fig. 9.1 Government’s perspective for the decision

Fig. 9.2 MRTA’s perspective for the decision
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The concept of negotiation involves, in principle, looking for a solution that can
be beneficial to both parties. Furthermore, the main goal in public policy is to
maximize the common good rather than any party’s in particular. If we adopt this
approach for the search of a compromised solution, then the best solution should be
the one that maximizes the value of the alternatives for both parties. This analysis
can be seen in Table 9.1. This Table shows the AHP analysis for the government
and MRTA’s perspective separately. For the government, it has been considered
that all their objectives have the same weight (0.333 each). For the MRTA, the
release of their jailed comrades had the greatest value (0.680) since this was the
reason for their armed incursion.

Table 9.1 shows that for the government, the preferred alternative would be to
demand unconditional surrender (UNCSURR: 0.387) followed by providing safe
passage to the guerrillas (SAFPSM: 0.288) and the worst case scenario would be
storming into the building (STMBLDG: 0.178) due to the expected loss of hostage
lives. On the other hand, for the MRTA’s members, the best possible alternative
would be a negotiated release of jailed comrades (RELTERP: 0.590) followed by
safe passage (SAFPASM: 0.242) and quite distantly by UNCSURR and
STMBLDG.

Which would be the best compromised solution that would maximize the
priorities given to the alternatives by both parties? To do this, we multiply the
priorities given to each alternative by each party, as shown in Table 9.1.

Table 9.1 Combining the government and MRTA’s perspectives

Government’s
Perspective

MRTA’s
Perspective

Combined 
Perspectives

Key Objectives Priority Key Objectives Priority

RELCOM 0.680
GOVIMAG 0.333 UNHARMD 0.171
HOSTLIVE 0.333 PUBLICIT 0.076
PREVTERR 0.333 GOVIMAG 0.072

Potential Government
Actions

Product of the two 
vectors for 
compromise:

UNCSURR 0.387 (1) UNCSURR 0.084 (4) 0.387 x 0.084 = 0.03
SAFPASM 0.288 (2) SAFPASM 0.242 (2) 0.288 x 0.242 = 0.07
RELTERP 0.208 (3) RELTERP 0.590 (1) 0.208 x 0.590 = 0.12
STMBLDG 0.178 (4) STMBLDG 0.085 (3) 0.178 x 0.085 = 0.02
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The highest compromise product is obtained by the RELTERP alternative (0.208 �
0.590 = 0.12) and therefore, constitutes the best compromised solution if our
overall approach is maximizing the overall value for the parties.2

Table 9.2 Aggregation of school perspectives for B, O, C and R

BENEFITS

Perspectives:
School of 
Education

School of 
Nursing 

School of 
Psychology

Aggregation of B  
Perspectives

Be Bn Bp B B

Alternatives (Be*Bn*Bp) Normal
Bright Kids 0.263 0.427 0.12 0.013 0.169
Entebbe School 0.55 0.233 0.45 0.058 0.723
Children's Rights 0.077 0.076 0.16 0.001 0.012
Human Trafficking 0.108 0.263 0.27 0.008 0.096

OPPORTUNITIES

Perspectives:
School of 
Education

School of 
Nursing 

School of 
Psychology

Aggregation of O
Perspectives

Oe On Op O O

Alternatives (Oe*On*Op) Normal
Bright Kids 0.185 0.513 0.14 0.013 0.345
Entebbe School 0.447 0.055 0.55 0.014 0.351
Children's Rights 0.14 0.249 0.08 0.003 0.072

Human Trafficking 0.225 0.173 0.23 0.009 0.232

COSTS

Perspectives:
School of 
Education

School of 
Nursing 

School of 
Psychology

Aggregation of C  
Perspectives

Ce Cn Cp C C

Alternatives (Ce*Cn*Cp) Normal
Bright Kids 0.334 0.501 0.24 0.040 0.453
Entebbe School 0.458 0.243 0.4 0.045 0.503
Children's Rights 0.096 0.21 0.14 0.003 0.032
Human Trafficking 0.112 0.045 0.21 0.001 0.012

RISKS

Perspectives:
School of 
Education

School of 
Nursing 

School of 
Psychology

Aggregation of R  
Perspectives

Re Rn Rp R R
Alternatives (Re*Rn*Rp) Normal
Bright Kids 0.297 0.323 0.23 0.022 0.406
Entebbe School 0.167 0.066 0.13 0.001 0.026
Children's Rights 0.48 0.146 0.33 0.023 0.425
Human Trafficking 0.054 0.465 0.31 0.008 0.143

2The objective of this exposition is only to show how to combine different perspectives. The reader
is referred to the original Saaty and Mu (1997)’s reference if interested in the specific analysis of
this hostage situation.
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9.3 AHP Negotiation in BOCR Models

It is possible to extend the above concepts to the case of benefits/opportunities/
cost/risk (BOCR) analysis (Mu 2016). Table 9.2 reports a BOCR analysis for four
possible international initiatives (alternatives): Bright Kids, Entebbe School,
Children’s Rights, and Human Trafficking. These opportunities for international
collaboration were discussed from the perspective of three different schools
(stakeholders) at a liberal arts university: School of Education, School of Nursing,
and School of Psychology. Obviously, the benefit provided by each initiative to
each of the schools is different. For example, the priority given to the Bright Kids
alternative by each school was 0.263, 0.427, and 0.12, respectively (Benefits results
in Table 9.2). The product aggregation and normalization3 of the three school
perspectives is shown in the right-most column (B Normal) in Table 9.2. This same
process is done for each alternative in the benefits, opportunities, costs and risks
analysis (B Normal, O Normal, C Normal, and R Normal) as shown in Table 9.2.
Finally, to calculate the best overall alternative taking into account B, O, C, and R
considerations, the formula (B * O)/(C * R) is used, as shown in Table 9.3. As an
example, for the Entebbe School alternative (second row in Table 9.3), this formula
is calculated as (0.723 * 0.351)/(0.503 * 0.026) leading to the value 19.59 which is
by far the highest result with respect to the other alternatives. We can normalize
these results to conclude that the best overall alternative (Rank = 1) is the Entebbe
School initiative with 0.588 of the overall preference, followed by Human
Trafficking (Rank = 2) with 0.401.

Table 9.3 BO/CR analysis of the aggregated perspectives

B O C R
B*O/
C*R

BO/CR 
Normal Rank

Bright Kids 0.169 0.345 0.453 0.406 0.317 0.010 3

Entebbe 
School 0.723 0.351 0.503 0.026 19.159 0.588 1

Children's 
Rights 0.012 0.072 0.032 0.425 0.063 0.002 4

Human 
Trafficking 0.096 0.232 0.012 0.143 13.061 0.401 2

3The reader may remember that the normalization values are obtained by adding all the values in a
given column and dividing each value by the total sum. For example, B Normal for the Entebbe
School alternative (0.723)—in the Benefits hierarchy in Table 9.2—was obtained by adding all the
values in the previous column (0.013 + 0.058 + 0.001 + 0.008) and next dividing the Entebbe
School aggregated value (0.058) by this sum.
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9.4 Conclusion

In this chapter, you have learned how to negotiate different parties’ perspectives by
integrating their hierarchy or BOCR perspectives. One important advantage of
using AHP for negotiation and conflict resolution is that the parties do not need to
come together to discuss the problem. Each hierarchy can be discussed separately
with each of the parties by the facilitator. This comes very handy when it is not
possible to get the parties together due to practical reasons.
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Chapter 10
Application Examples

We have reached the end of this introduction to the Analytic Hierarchy Process.
You already know all the key building elements to start using AHP in many
different applications. We would like to take advantage of this last chapter to show
some examples of AHP applications in the expectations that they will allow you to
reflect on what you have learned so far.

10.1 AHP Handling of Stakeholders

The most classic AHP application is the selection of a single best alternative among
several ones. This is how all newcomers to AHP learn the method. In our case, we
started selecting the best car to buy. However, applications in practice tend to be far
more complicated.

Mu et al. (2012) report on the selection of a new generation of electronic
portfolios for a higher learning institution. An electronic portfolio is a web-based
application used by students to showcase their projects and academic progress to
students, faculty, administrators, and potential employers. Furthermore, faculty
values the use of electronic portfolios because it simplifies the submission and
grading of projects. Finally, higher-education administrators are interested in
electronic portfolios because it facilitates the documentation of students’ academic
progress for accreditation purposes. While the key functionalities of an electronic
portfolio, to be used for selection purposes, can be identified, the importance or
weight attributed to each of these characteristics will depend on the specific
stakeholder: students, faculty or administrators.

An ad hoc committee identified the key characteristics (decision criteria) of
electronic portfolios and then requested students, faculty, and administrators to
derive the importance of these characteristics from each of their perspectives.
For each perspective, the judgments of the different individual respondents
were aggregated using the geometric mean to obtain the weights shown in
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Figs. 10.1—Faculty, 10.2—Students, and 10.3—Administrators. The aggregate
perspective of each group of stakeholders was kept separate for analysis purposes.
Notice, for example, that students and faculty give a lot of importance to the

Fig. 10.1 Faculty perspective ePortfolio selection criteria weights

Fig. 10.2 Student perspective ePortfolio selection criteria weights

Fig. 10.3 Administrator perspective ePortfolio selection criteria weights
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ePortfolio Aesthetics and Usability (Figs. 10.1 and 10.2) while Tiered Access—i.e.,
the ability of allowing access selectively (critical for accreditation purposes)—is
given the greatest importance by the administrators (Fig. 10.3). Each of these
hierarchies was used by the corresponding group of stakeholders to evaluate the
different ePortfolio technical alternatives under consideration. The available alter-
natives (shown in Table 10.1) were prioritized differently depending on the specific
perspective. For example, Foliotek© was ranked as #1 by the faculty (priority:
0.80), students (priority: 0.83), and administration (priority: 0.80). The priorities of
the different alternatives, as reported by each group of stakeholders, were integrated
using a geometric mean. For example, for the Foliotek© alternative, the integrated
result is obtained by first multiplying the three different results (0.80 * 0.83 * 0.80)
and next obtaining its cubic root as shown in Table. 10.1.

The advantage of using an AHP approach to evaluate the ePortfolio alternatives
is that the different hierarchies allow us to understand the different perspectives and
to make the negotiation process much easier. When we understand the point of view
of the other party, we can understand its rationality rather than attributing it simply
to stubbornness, and make us more willing to look for common ground.

10.2 AHP Ratings Model in Public Decisions

One of the most popular uses of ratings model is for the evaluation of candidates to
obtain a winner. A simple application to assess the winner of the FIFA’S Golden
Ball in the 2014 Soccer World Cup is reported by Mu (2014) and shown in
Fig. 10.4.

In this application, the highest performance obtained by the players constituted
the maximum score of 10 points while the lowest performance corresponded to
0 points. For example, for C1-Goals criterion, the greatest ratio of goals per game
was 1.2; therefore, this performance constituted 10 points. The lowest goal ratio had
been 0 goals per game; therefore, 0 goals/game constituted the lowest possible score

Table 10.1 Integration of the priorities of different alternatives from the faculty, students, and
administrators’ perspectives

Faculty (F) Students (S) Admin (A) Geometric mean
(GM) (F * S * A)

Normalised results
GM/GM_SUM

Foilotek© (1) 0.80 (1) 0.83 (1) 0.80 0.8099 (1) 0.80

LiveText© (2) 0.64 (2) 0.66 (2) 0.64 0.6466 (2) 0.64

Epsilen© (3) 0.61 (3) 0.70 (3) 0.60 0.6351 (3) 0.60

iWebfolio™ (4) 0.58 (4) 0.59 (4) 0.60 0.5899 (4) 0.60

GM_SUM 2.6815
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of 1 point.1 Similarly, in the case of successful pass ratios, the highest performance
ratio was 95 %; therefore, this constituted the maximum score of 10 points while
the lowest pass success ratio was 34 %; therefore, this constituted the lowest
possible score of 1 point. In the case of negative behaviors such as fouls, the lower
the number of fouls the higher the score and vice versa. The only exception was in
the case of C8—Red Cards since none of the candidates to the golden ball had ever
gotten a red card (expulsion from the game); therefore, all candidates would be
rated with the highest possible score (10 points) in this category.

The advantage of using a ratings model to evaluate award winners has the
advantage of making the decision fully transparent. In public decision-making, the
most important element for managerial trust is given by the transparency in the
decision-making process. We may not agree with a specific decision but we cer-
tainly understand how the decision was made.

10.3 Use of AHP to Elicit Tacit Knowledge

Nonaka (1995) classified knowledge into explicit and tacit. Explicit knowledge can
be explained, coded, packaged, and easily transmitted from one person to the other.
For example, when these authors are ready to submit a paper to a journal, we rely
on the “Author’s Guidelines” that provide instructions about the paper format, page
length, etc. This constitutes explicit knowledge. On the other hand, when a chef
explains how to cook a specific dish, a recipe can provide the explicit knowledge in
part but the tacit knowledge (what we would call the tricks based on the chef’s

Fig. 10.4 AHP model selection of the golden ball winner

1The reader may wonder why we did not use 0 as the lowest possible score. While the range of
points for the rating scale is arbitrary, we decided to have a scale from 1 to 10 simply because in
several criteria the lowest performance did not mean lack of performance (e.g., C4—successful
passes). However, as previously indicated the scale itself is arbitrary.
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experience) is usually left out. This may occur simply because the person is una-
ware of this tacit knowledge or does not know how to explain it.

Several validation studies have been conducted over the years to illustrate the
effectiveness of the AHP to facilitate the eliciting of tacit knowledge in the
decision-making process. In one classic validation study (Saaty 2008; Whitaker
2007), a group of participants were shown the geometric figures in Fig. 10.5 and
were requested to rank the geometric figures in terms of area size and to estimate
the relative areas of each figure (e.g., the participant may guess that geometric
figure A—the circle—has an area which is 30 % (0.3) of the total
(A + B + C + D + E) area, followed by geometric figure C—the square—which
has only 20 % (0.2) of the total area and so forth).

From an AHP point of view, such tasks can be conceptualized as a hierarchical
decision-making task comprise of a decision goal (i.e., prioritization in terms of
areas) and the alternatives to choose from (i.e., the different geometric figures), as
shown in Fig. 10.6.

In technical terms, the AHP method consists of pairwise comparisons of the
areas of the geometric figures followed by a calculation of the final priorities. Both
the pairwise comparisons and the final relative areas obtained (constituted by the
priorities) are shown in Table 10.2. When the final relative priorities (areas) are
compared against the actual relative sizes, we can see that the differences are
minimal (compare the Priorities column with the actual relative sizes in
Table 10.2).

Fig. 10.5 Geometric figures task: estimating relative areas of geometric figures
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Similar validation studies have been conducted using problems with known
answers ranging from estimating the amount of drinks consumed in the U.S., to the
relative weights of different objects (Whitaker 2007). In all cases, the AHP
methodology enables the decision maker to develop priorities that are very close to
the actual values. In other words, AHP is an effective tool for optimizing the
outcome quality of complex decisions.

Based on the above rationale, Mu and Chung (2013) have proposed the use of
AHP for the identification of criminal suspects. Eyewitness identification; or the
process of selecting a criminal suspect out of a lineup of potential candidates can be
modeled as a complex decision-making problem that involves the prioritization of
the candidates, as illustrated in Fig. 10.7. Applying the AHP methodology not only
provides a structured approach to eyewitness identification, it also allows quan-
tification of the quality of the identification in more nuanced ways.

Applying the AHP methodology to the eyewitness identification procedure
entails two significant departures from the current paradigm. First, the AHP

Estimating

Relative Areas

(a)
Circle

(b)
Triangle

(c)
Square

(d)
Diamond

(e)
Rectangle

Fig. 10.6 Prioritization of relative areas based on the AHP methodology

Table 10.2 Completed pairwise comparison matrix for the geometric figures task (Saaty 2008)

Alternatives A
circle

B
triangle

C
square

D
diamond

E
rectangle

Priorities
(Eigenvector)

Actual relative sizes

A—circle 1 9 2 3 5 0.462 0.471

B—triangle 1/9 1 1/5 1/3 1/2 0.049 0.050

C—square 1/2 5 1 3/2 3 0.245 0.234

D—diamond 1/3 3 2/3 1 3/2 0.151 0.149

E—rectangle 1/5 2 1/3 2/3 1 0.093 0.096
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methodology requires the presentation of potential suspects in a pairwise (PAIR)
fashion. Second, with each pair of suspects, the eyewitness would form a relative
judgment on a ratio scale (i.e., between 1 to 9) with respect to the person recalled
from memory. This is qualitatively distinct from the categorical format (i.e., Yes or
No) of eyewitness responses in the current method of sequential (SEQ) lineup.

Given the track record of AHP in optimizing decision quality, it has been
proposed that the PAIR presentation format would increase the rate of correct
identifications, and lower the rate of incorrect identifications. In other words, the
following hypotheses have been proposed:

H1: The rate of correct identifications is greater with the PAIR lineup than in SEQ
lineup

H2: The rate of incorrect identifications is lower with the PAIR lineup than either
SEQ lineups

The preliminary study of Mu and Chung (2013) supports the above hypothesis.
Furthermore, follow up studies also suggest that the AHP approach advantage can be
extended to lineups in which the criminal is absent from the lineup (Mu et al. 2015).
Still, more studies are being performed by this research team.

10.4 Conclusion

The purpose of this chapter is to provide some additional examples of the use of
AHP in different decision settings and emphasizing the advantages obtained by
doing so. However, the reader must have noticed at this point that working with
AHP is rather similar to working with LEGO blocks. The number of different
blocks is rather limited and relatively easy to grasp; however, the possibilities of
what can be done with them is rather unlimited. Similarly, using a relative limited
set of concepts: hierarchical modeling, pairwise comparison, consistency, synthesis,
and sensitivity; it is possible to address a very broad number of decision-making
problems and situations.

Identifying
Criminal Suspect 

P1
Person 1

P2
Person 2

P3
Person 3

Pn
Person n

Fig. 10.7 Eyewitness identification as an AHP decision-making process
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Appendix A
Practical Questions Related to AHP
Modeling

1. What is the best kind of decision problems for AHP?

While AHP can be used in a wide number of decision-making problems, AHP is
traditionally used in selection, prioritization, and forecasting. AHP assumes that the
decision-makers know or will come up with, individually or collectively, implicitly
or explicitly, the criteria or objectives and alternatives associated with the decision.
AHP is also particularly useful for situations in which we have both tangible and
intangible criteria to consider in the decision.

2. How many hierarchies are needed to perform AHP Analysis?

When working with a single type of stakeholder, one hierarchy may be enough (or
4 if you perform a BOCR analysis); however, when working with different types of
stakeholders, a hierarchy for each perspective may be needed. In any case, there are
no rules about the number of hierarchies to analyze a problem.

3. How many criteria are needed for the AHP hierarchy?

Saaty’s scale intensity, as well as AHP as a whole, is based on the findings from
cognitive science that suggest that a person’s working memory capacity is in the
order of 7 ± 2; that is between 5 and 9 elements. This suggests that 5–9 criteria
should be the ideal. If you have more than that you may consider grouping some of
them into an overall criterion and creating sub-criteria for it (e.g., cost can group
sub-criteria such as acquisition cost and maintenance cost). An important step in the
process, which is not usually properly addressed, is the importance of modeling the
problem with a correct hierarchy. If the criteria are incomplete or they are not
clearly defined and different from each other, the model will not be a good fit for the
decision at hand and any decision obtained this way will be sub par.

4. How many levels should an AHP hierarchy have?

The same rationale from the previous question can be applied here. While there is
not a limit to the number of levels in a hierarchy, you may want to keep it within the
7 ± 2 limit, if possible. One way to do this is by decomposing the problem into a
set of hierarchies rather than using a big gigantic hierarchy.

© The Author(s) 2017
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5. Does AHP eliminate Cognitive Bias problems?

While cognitive biases may certainly affect the judgments we make when com-
paring elements in the model, the visibility and transparency of the decision-making
process allows us to detect potential biases much more easily, in particular during
the sensitivity analysis.

6. In a nutshell, what are the advantages of using AHP?

In terms of advantages, the most important ones are: (a) the ability of structuring a
problem in a way that is easily manageable, (b) making the decision criteria explicit
and the decision-making process transparent as a whole, (c) deriving priorities
through a rigorous mathematical process using ratio scales, (d) allowing measuring
and comparison of tangible and intangible elements and (e) allowing easy sharing
of the decision-making process for feedback and buy-in.

7. What are the potential limitations of using AHP?

Based on our experience in the use of AHP, the following limitations have been
found: (a) the comparison process may be long if the decision is complex (b) the
comparison judgment may be unreliable if the participants are not fully engaged in
the process (c) the decision-making transparency may be counter-productive for
managers who are interested in manipulating the results (d) group decision-making
may make difficult to handle consistency problems.
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Appendix B
AHP Basic Theory

We present here, for the purpose of completeness, the basics of the AHP theory.1

While the theoretical fundamentals were presented by Saaty (2012). Brunnelli
(2015) and Ishizaka and Nemery (2013) also do a good job of presenting the AHP
theoretical fundamentals in a very accessible way. AHP methodology requires the
following steps: first, development of the hierarchy (goal, criteria, and alternatives);
second, assessing relative weights of the criteria; third, assessing the alternatives
relative priority with respect to criteria and finally, calculating the overall priorities.
These steps will be explained with a simple model (Fig. B.1).

Development of the Hierarchy

In a basic AHP hierarchy, we may consider three levels (as shown in Fig. B.1): the
goal, the criteria2 and the alternatives.

Assessing Criteria Relative Importance

In the AHP example shown in Fig. B.1, the C1–C3 criteria are used to evaluate the
alternatives. However, not all the criteria have the same importance for the
decision-makers. It could be that for one institution C3 has greater importance than
C2. In AHP, the criteria need to be compared pairwise with respect to the goal to
establish their relative importance using an intensity scale developed for this pur-
pose as shown in Fig. B.2.

1This appendix is optional and some basic knowledge of linear algebra and vector notation is
required.
2In more complex hierarchies, the criteria may have sub-criteria and it is also possible that
alternatives may have sub-alternatives.

© The Author(s) 2017
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Using the scale from Fig. B.2 we will ask questions such as: With respect to the
purpose of this decision, which is more important criterion “C3” or “C2”? If we
consider that C3 is moderately more important than C2 we are mathematically
stating C3/C2 = 3 (using the scale from Fig. B.3). Notice that this judgment auto-
matically implies that the comparison of C2 with C3 will yield the ratio C2/C3 = 1/3.
This constitutes the reciprocity rule that can be expressed mathematically as
Cij = 1/Cji where i and j are any element (i corresponds to the row and j refers to the
column) in the comparison matrix.

Fig. B.1 Basic AHP model example

Relative Intensity Importance Explanation

1 Equal
Both criteria are equally 

important

3 Moderately
One criterion is moderately more 

important than the other

5 Strong
One criterion is strongly more 

important than the other

7 Very Strong
One criterion is very strongly 
more important than the other

9 Extreme
One criterion is extremely more 

important than the other

2,4,6,8
Intermediate

Values
Compromise is needed

Fig. B.2 Intensity scale for criteria pairwise comparison
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These judgments are recorded in a comparison matrix as shown in Fig. B.3.
Notice that the judgment diagonal, given that the importance of a criterion com-
pared with itself (Cij/Cij), will always be equal and is 1 in the comparison matrix.
Also, only the comparisons that fill in the upper part of the matrix (shaded area) are
needed. The judgments in the lower part of the comparison matrix are the recip-
rocals of the values in the upper part, as shown in Fig. B.3.

Another important consideration when completing the comparison matrix is the
extent to which it respects the transitivity rule. If the importance of C1/C2 = 1/5,
and the importance of C2/C3 = 1/3, then it is expected that C1/
C3 = (1/5) � (1/3) = 1/15. In other words, Cij = Cik � Ckj where Cij is the com-
parison of criteria i and j. However, this is not the case in Fig. B.3 where C1/C3 = 1
as indicated by the decision-maker. This means there is some inconsistency in this
matrix of judgment as will be explained next.

Checking Consistency of Judgments

Any comparison matrix that fulfills the reciprocity and transitivity rules is said to be
consistent. The reciprocity rule is relatively easy to respect, whenever you elicit the
judgment Cij you make a point of recording the judgment Cji as the reciprocal value
in the comparison. However, it is much harder to comply with the transitivity rule
because of the use of English language verbal comparisons from Fig. B.2 such as
“strongly more important than,” “very strongly more important than,” “extremely
more important than,” and so forth.

Deriving criteria weights in AHP only makes sense if the comparison matrix is
consistent or near consistent, and to assess this Saaty (2012) has proposed a con-
sistency index (CI) as follows:

CI ¼ kmax � Nð Þ= N� 1ð Þ

where kmax is the matrix maximal eigenvalue. This is used to calculate the con-
sistency ratio defined as:

CR ¼ CI=RI

where RI is the random index (the average CI of 500 randomly filled matrices
which is available in published tables). CR less than 10 % means that the incon-
sistency is less than 10 % of 500 random matrices. CR values of 0.1 or below
constitute acceptable consistency.
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For the comparison matrix used in our example analysis, CR can be calculated as
being 0.028, which constitutes an acceptable consistency and means that we can
proceed to calculate the priorities (weights) for our criteria comparison matrix
shown in Fig. B.3.3

Deriving Criteria Weights

The vector of priorities (or weights) p for the criteria matrix, given that it is
consistent, is calculated by solving the equation (Ishizaka and Nemery 2013):

Cp ¼ np

where n is the matrix dimension of C, the criteria matrix, and p = (p1, p2, … pn).
Saaty (2012) demonstrated that for a consistent matrix, the priority vector is

obtained by solving the equation above. However, for an inconsistent matrix, this
equation is no longer valid. Therefore, the dimension n is replaced by the unknown
k. The calculation of k and p is constituted by solving the eigenvalue problem
Cp = kp. Any value k satisfying this equation is called an eigenvalue and p is its
associated eigenvector. Based on Perron theory, a positive matrix has a unique
positive eigenvalue called the maximum eigenvalue kmax. For perfectly consistent
matrices, kmax = n; otherwise the difference kmax − n is a measure of the incon-
sistency. Software packages4 calculate the eigenvector5 associated to the maximum
eigenvalue by elevating the comparison matrix to successive powers until the limit
matrix, where all the columns are equal, is reached. Any column constitutes the
desired eigenvector. The calculated priorities, using this eigenvalue method, for our
tentative criteria comparison matrix is shown in the rightmost column (under the
heading Weights) in Fig. B.3.

C1 C2 C3 Weights
C1 1 1/5 1 0.481
C2 5 1 1/3 0.114
C3 1 3 1 0.405

C. R. = 0.028

Fig. B.3 Pairwise compar-
ison matrix

3Given the extensive availability of commercial (e.g., Decision Lens, Expert Choice) and freely
available software (e.g., SuperDecisions, MakeItRational), we do not show the calculations here
but simply report the consistency reported by the software package.
4In our applications, the open software SuperDecisions was used to perform the comparison matrix
calculations to obtain the eigenvector (criteria and sub-criteria weights) as well as ensuring that
C.R. was less or equal 0.1 (SuperDecisions 2014).
5Naturally, there is the question if the eigenvalue is still valid for inconsistent matrices. Saaty
(2012) justified this using perturbation theory which says that slight variations in a consistent
matrix imply only slight variations of the eigenvector and eigenvalue (Ishizaka and Nemery 2013).
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